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Abstract: Object detection and classification in video is an important and challenging task in the video surveillance. We 

propose efficient algorithm for moving object detection, classification and evaluate its parameter by alternating the 

algorithm in effective way. In proposed system image subtraction, threshold and foreground detection algorithms will be 

used for object detection and patterns are used for classification. Then frame by frame the objects are tracked and 

parameters like speed, velocity and object count of motioned object will be calculated. Finally the proposed method will be 

proved that object in both static and dynamic texture scenes over long time period is analyzed and parameter of moving 

object will be evaluated. It is mainly developed for boarder protection and monitoring, sports training. 
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I. INTRODUCTION 

Moving  object  detection  in  real  time  application  is  a important  challenging  task  in  video  surveillance  systems. 

There are three steps for automated video analysis. They are object detection, object tracking and classification. As the first 

step, object detection aims to locate and segment interesting objects in a video. Then, such objects can be tracked from frame to 

frame, and the tracked object can be analyzed to recognize object categorizes. Thus object detection in video acts as an first step 

for next processing such as tracking, classification of the detected moving object. Thus, object detection plays a critical role in 

practical applications and challenging task in real time. 

The use of object detection, tracking and classification algorithms are not restricted in video surveillance. The major 

application of object detection and classifications are broader monitoring and protection, sports training, traffic control etc. 

Thus object detection play major role in various fields. 

In most of the work, Optical flow method is used for detecting moving objects in video and image sequences. For 

example, adaptive optical flow method for tracking a person is dependent on being able to detect a person in particular across 

a series of frames in videos. Optical flow can be used to segment and extract a moving object from a scene, provided that 

estimated velocity of the moving object is known. But successful object detection in video also relies on being able to segment 

the background from foreground. However, the high computational time is needed to extract the object in optical flow and the 

lack of classification the foreground from the background. So this method is unsuitable for real time processing and 

misclassifies unmoved objects or large texture less regions as background. 

Then Background subtraction is commonly used technique for segmentation of motion object in static scenes. It will 

attempts to detect moving object regions by subtracting the current image in each pixel-by-pixel from a reference background 

image that is created by averaging images over time period. Unfortunately, the derivation of background subtraction model is 

complex and computationally expensive. 

http://www.ijarcsms.com/
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Therefore, most of existing approaches for moving object detection and classification are computationally difficult and 

subject to more delays, adversely affect the performance of real-time surveillance. 

  

II. OVERVIEW OF THE SYSTEM 

In proposed system the aim is to build robust and novel moving object detection, classification algorithm that can detect 

object in a variety of challenging real world scenarios. The Overall system overview will be represented in figure 1 

 
Fig.1 Overview of the system 

The steps involved in overall system is 

1. The first step is the acquired video is uploaded in application. The input video will be taken for both static 

and dynamic background. It will acquire from static camera. For processing the video files, convert video into 

frames and from frames to images. 

2. Next step is by using image subtraction techniques, the difference between two images are estimated for 

evaluating the movement changes of an object. 

3. Then segmentation is performed and foreground object is detected. While foreground detection the Unwanted 

backgrounds are filtered using morphological filtering. 

4. After the object detection, the next step is to identify object by comparing with datasets. In datasets, the shapes of 

objects are maintained. 

5. Then next one is parameters like speed, velocities are evaluated by tracking the object and numbers of objects are 

evaluated by using connected component analysis. 
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 This is an overall system architecture and work flow for object detection, classification and calculates its parameter.  

III. MOVING OBJECT DETECTION 

Moving object detection is initial step in video surveillances. There are various algorithms used for detecting moving 

objects. The input video is taken using a static camera. It will be the extension of (E.g.: .Avi) format. It will acquire in both 

static and dynamic background. The challenges like view point variation, shape, occlusion etc are probably facing. 

A. Frame Conversion 

For processing an Input Video files, it has to convert it into frames by finding the information about .avi file. After that it 

has to convert into images. So videos are split into frames. The first frame, which is called reference frame, which represents 

the reference pixel values for comparing purpose and the second frame which is called the input frame, which contains the 

moving object. The two frames are compared and the differences in pixel values are determined. For each naming is 

assigned. The work flow of frame conversion will be given below in diagram form. 

 
Fig. 2 Work flow of frame conversion 

B. Difference Image 

The difference between two frames is done with the Difference image techniques. It is nothing but subtraction of 

images acquired at different instants. That is by subtracting current frame and previous frame for detecting object from 

background in motion states. 

A difference image d(i,j) is binary image where non-zero values represent image area with motion, that is, areas where 

there was a substantial difference between consecutive images f1 and f2: 

d(i,j)   =  0   if  |f1(i,j)- f2(i,j)| <= € 

           = 1  otherwise                                                                                  (1) 

 

Where € is small positive number and i,j represent the pixel value of images in row and column wise. 

C. Threshold 

The object detection will performed based on thresholding concept. Threshold is one of the segmentation process. It can be 

determined to segment objects and background. It is the process of separating an image into different portions of images by 

selecting a certain grayness level as a threshold and comparing each pixel value with that threshold, and then assign the pixel to 
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the different portions, depending on whether the pixel’s grayness level is below the threshold or above the threshold 

value. 

So threshold is applied and the pixel is identified as background or foreground. A complete segmentation of an image 

R is a finite set of region R1, R2,…………Rs. 

R=
S

i

R
1

i                                                                                                       (2) 

Thresholding is the transformation of an input image f to an output (segmented ) binary image g as follows 

 
g(i,j)   =  1   for f(i,j)>=T 

                         = 0  for f(i,j)< T                                (3) 

 

Where T is the threshold, g(i,j) =1 for image elements of object and g(i,j) =0 for image element of background. If the 

difference average pixel value is smaller than a certain threshold value, then the output image background will be white 

(that is pixel value is 255). Otherwise the background will be black (pixel value is 0). Now the pixels are classified and the 

motion is tracked in the video. 

Algorithm 

1) Search all the pixels f(i,j) of the image f. 

2) Set the threshold value based on image subtraction pixel value. 

3) An image element g(i,j) of the segmented image is an object pixel if f(i,j)>= T and is a background pixel otherwise. 

4) Extract the foreground object without background. 

Finally the segmented objects are extracted without background. Suppose in foreground detection, if background is 

consider as foreground means then morphological filtering is used where erosion and dilation are performed to minimize the 

effects of noise and improve the detected regions. 

Erosion 

Erosion Ɵ combines two sets using vector subtraction operation of set elements and is the dual operator of dilation. 

Neither erosion nor dilation is an invertible transformation. 

                  XƟB={p ∈ Z
2
: p+b ∈ X for every b ∈ B}     (4)  

This formula says that every point p from the image is tested.The result of the erosion is given by those points p for which all 

possible p+b are in X. 

Example 

The point set X eroded by the structuring elements B as,  

X={(1,0),(1,1),(1,2),(0,3),(1,3),(2,3),(3,3),(1,4)}  

B={(0,0),(1,0)) 

XƟB= {(0,3),(1,3),(2,3)} 
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Fig.3 Example for erosion 

Dilation 

Dilation combines two sets using vector addition (or Minkowski set addition, e.g., (a,b)+(c,d) = (a+c, b+d)). The 

dilation X⊕B is the point set of all possible vector addition of pairs of elements, one from each of the sets X and B. 

X⊕B = {p ∈ Z
2

: p=x+b, x ∈ X and b ∈ B}     (5) 

Example 

The point set X dilated by the structuring elements B as,  

X={(1,0),(1,1),(1,2),(2,2),(0,3),(0,4)}  

B={(0,0),(1,0)} 

X⊕B={(1,0),(1,1),(1,2),(2,2),(0,3),(0,4),(2,0),(2,1) ,(2,2) ,(3,2) ,(1,3) ,(1,4)} 

Fig.4 Example for dilation 

After the object detection in video the accuracy measures done for output performance. For that the ground truth images 

are maintained in separate folder for measuring the accuracy. The sample ground truth images are, 

 

 

 

 

 

 

 

 

Fig.5 Example for ground truth images 

Then the measures like Root Mean Square Error(RMSE) and Peak Signal to Noise Ration(PSNR) are measured. 

The formula to measure RMSE as, 

 RMSE=sqrt(sum(sum(a-b).
2
)))./(r*c)                 (6) 
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 The formula to measure PSNR as, 

  PSNR=10*log10(255.
2
/RMSE)                      (7) 

Where a represents a segmented image and b represents ground truth images and r and c are size of the segmented 

images. 

By comparing the segmented images with ground truth image the sensitivity measure is evaluated in percent. If the 

sensitivity measure is low then the performance of detected object is minimum or else the performance is good. 

IV. OBJECT CLASSIFICATIONS 

In video analysis the second step is object classification. In proposed work the detected object is classified as whether it 

may be human being or not. It will base on pattern matching techniques. Patterns are nothing but arrangement of descriptors 

with certain properties. 

A. Pattern Matching 

The prior shape patterns for objects under different classes are maintained separately for identify the segmented object. 

Based upon the shape retrieved from the segmented object and compare that shape with predefined pattern datasets under the 

different object classes. The mean shapes of human beings ten classes in data sets will be given below. 

 

 

 

 

                    Fig.6 Walk posture mean shapes of ten classes in data sets 

Then based upon arm posture of human beings also it will get classify. The data sets with different arm posture are given 

below for sample. 

                     Fig.7 Basic arm posture of human beings in data sets 

If it is matches then those objects belongs to particular class and finally get identified in which class the object was. And 

identify the segmented object belongs to human or not. These data sets are collected from external sources. 

V. OBJECT ANALYSIS 

The parameters like object count are measured based on connected component analysis and parameter like speed, 

velocity are evaluated. 

A. Object Counting 

Connected components analysis (CCA) is used to count the objects in an  image. It  will  scan  an  image  and  groups its 

pixels into components based on pixel connectivity. Once all groups have been determined, each pixel is labeled with a gray 

level or a color labeling according to the component it was assigned to. E.g. Consider the simple scene which is given below 

in that 8 objects yield 8 different classes. 
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Fig.8 Example for CCA. (a) object grouped with color labels. (b) object grouped with gray level 

B. Parameter Measures 

The speed and velocity will be evaluated as, 

Speed: The speed of object will be determined by ratio between distance travelled by object and total travel duration.  

Speed = Distance travelled / Time.                   (6) 

       Distance=Sqrt( (x2-x1)2+ (y2-y1)2).                     (7) 

X2 - previous pixel position. 

X1 - current pixel position in width.  

Y2 -  previous pixel position. 

Y1 - current pixel position in height. 

Velocity:  The velocity of object  is evaluated based on distance travelled by an object and frame rate. 

Velocity = Distance travelled / Frame rate.           (8) 

VI. RESULTS AND ANALYSIS 

This method was tested on several video sequences. All images were of size 324×244 with dynamic background. The 

proposed system was able to detect and human identification in almost all of the moving objects in the sequences.  And it is 

implemented with the help of MATLAB tool and run on desktop PC with a 3.09GHz Intel and 1.90 GB RAM. 

Figure 9 shows a sample input video is uploaded with dynamic background and the frame conversion is applied and 

finally the output is obtained and parameters are evaluated. 

In matlab we have implemented this image subtraction, threshold and pattern matching algorithm. In the figure 9, the 

man is moving behind the tree it will detect and track movement finally classified as human or not. Then we calculated 

speed and velocity of object using matlab command and then found out the distance according to reference point. 

The detection output is more accurate and thus can significantly improve the performance of video surveillance 

based applications. 
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(a)                                                                              (b)                                                                          (c) 

 

 

 
 
 
 
 
 
 
 
 
 
 
  
      (d)                 (e) 

Fig.9 Sample Output Result. (a) Sample input video. (b) Frame conversion process. (c) Converted frames (d) Image Subtraction. (e) object detection with 

accuracy. 

VII. CONCLUSION AND FURTHER WORK 

This paper implemented a novel efficient algorithm for object detection and classification in video for surveillance 

applications. The strength of our approach lies in the ability to separate background and foreground in accurate and 

implemented in simple way with low time consumption and less noise, and proved effectively in both static and dynamic 

background texture scenes. 

The velocity and speed of the moving object can also be calculated. In future work, we will incorporate the complex video 

like disaster videos for object detection and classification present in the scene for more sophisticated vision based applications 

like fire accident, earthquake disaster etc. 
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