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Abstract: For better interaction between Computer and  Human we use gesture recognization (Microsoft’s Kinect sensor). 

The Kinect is enlisted to construct skeletons in the 3D space using 20 body joints coordinates of an human. From this 

coordinates, 10 joints are required and 6 triangles have been contrived along with 6 respective centroids. The feature space 

correlate with the Euclidean distances between spine joint and the centroids for each frame. For ranking purpose, support 

vector machine is used using a kernel function. For several gestures it work effectively at the rate of 89.7%. we use RGB-D 

sensor for hand gesture recognition. To find the number of hands in the image the algorithm uses different method. Ten 

different static hand gestures are recognized, including all different composition of spread fingers. In addition six dynamic 

gestures are established by following the movements of an open hand. The main advantage of our approach is without the 

need of wearing any specific clothing or additional devices we can access freedom of the user’s hands to be at any position of 

the image. Besides, the whole method can be executed without any initial training or calibration.Through the experiments 

we carried out among various users from different environments we find that the accuracy of the method which additionally 

can be run in real-time. 
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I. INTRODUCTION 

We proposed a new technique for hand gestures recognition based on a RGB-D sensors.The algorithms also uses semantic 

information and colour to accurately identify any number of hands present in the image. Ten different static hand gestures are 

recognized, including all different combinations of spread fingers. The main advantages of this approach is to freedom of the 

user’s hands to be at any position of the images without the need of wearing any additional devices or specific clothing. Besides, 

the whole methods can be executed without any initial calibration or training. Gestures can be expressed by suitable body 

movements of face, hands, head which can be used for controlling specific devices or transferring significant knowledge to the 

surrounding. Gestures can be of static type (certain pose or configuration, or still body posture) or dynamic type (movements of 

different body parts). We, the human being, communicate with the machines via direct contact mechanism. Now a day, instead 

of pressing switches, touching monitor screens, twisting knobs, raising voices, work can be simply done by pointing fingers, 

waving hands, movements of bodies and so on. Gesture recognition concerns about recognizing meaningful expressions of 

human motions, e.g. embroiling hands, arms, face, head and body.  Thus, we have proposed this system for better human-

computer interactions (HCI) using hand gestures for the recognition of gestures, we have used Microsoft’s Kinect sensor Kinect 

is the official name of XBOX360 issued by Microsoft on June, 2010. The hardware portion of this sensor comprises of a RGB 

camera, an infrared (IR) camera, an IR projector and an array of microphone, which can produce RGB images, depth images 

and audio signals respectively. As far as the software tools are concerned, they are able to catch human motions in three 
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dimensional (3D) spaces. Gesture recognition technology has been employed for several domains, like hand gesture, dynamic 

hand gesture tracking, posture recognition, sign language recognition, robot control, person identification, healthcare etc. Lai et 

al have proposed a paper where Kinect camera has been used to develop skeleton taken from human postures. 

 
Fig 1:Kinect motion sensor 

 

 
Fig 2:Kinect overview 
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II. RASPBERRY PI 

A. EXTRA HARDWARE 

We will need a Raspberry Pi contains a graphics chip and processor, various interfaces, program memory (RAM) and 

connectors are used for external devices. Some of these devices are mandatory, others are non-mandatory. It also needs storage, 

but a hard drive of the type found in a typical PC is not actually in keeping with the small-scale size of R Pi. 

B. DISPLAY 

Many LCD monitor and HD TV can be interfaced using a full-size 'male' HDMI cable, and with an inexpensive adaptor if 

DVI(Digital Visual Interface) is used. Older TV can be connected using via SCART (using a Composite video to SCART 

adaptor) or Composite video (a yellow-to-yellow RCA cable). 

C. KEYBOARD AND MOUSE 

The most common USB mouse and keyboard will work with the R Pi. Wireless mouse/keyboard should also perform, and 

only it need a single USB port for an RADIO FREQUENCY(RF) dongle. In order to use a Bluetooth mouse or keyboard you 

will need a Bluetooth USB dongle, which again uses a single port. 

D. STORAGE FOR OS  

You can make your own preloaded SD card using any suitable SD card (4GB CARD or above) you have to handle it. We 

recommend you use a new empty card to avoid clash over lost images. • Preloaded SD card will be currently available in the 

Raspberry Pi Shop. 

E. CABLES 

 We will require one or more cable to interface up your Raspberry Pi system. 

 Audio cable (not needed if we using HDMI video connection to a TV). 

 Video cable possibilities: o HDMI-A cable o HDMI-A cable + DVI adapter o Composite video cable o Composite 

video cable + SCART adaptor. 

 Ethernet/LAN cable (Model B only). 

F. POWER SUPPLY 

This unit is powered by the micro USB connector. The power supply for Raspberry pi is 5V. 

G. ADDITIONAL PERIPHERALS 

We may decide we want to use various other devices with our Raspberry Pi, such as Speakers, Portable Hard Drives/ Flash 

Drives, etc. 

H. USB HUB 

To connect external devices such as keyboard,  mouse ect. we use USB HUB. 

I. INTERNET CONNECTIVITY 

This may be via an USB WiFi adaptor or LAN/Ethernet cables (standard RJ45 connectors). 
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Fig 3: overview of Kinect motion sensor 

Kinect And Raspberry PI 

 
Fig 4: Kinect and raspberry pi 

 

The standard vision-based hand segmentation methods are similarly based on colour filtering. These methods are seriously 

affected by the appearance of skin colour-like objects and by lighting conditions. 

III. ALGORITHM FOR HAND SEGMENTATION 

Require:  

 Skin region classification 

 Skin region segmentation 

 Depth filter 

 Detect and remove faces 

 Colour filter 

 Hand extraction 

 Classify the extremes of the arm 

 Detect the wrist 

IV. MICROSOFT KINECT 

In recent, gestures recognition has been mutually dependent in various customer devices for the purpose of entertainment. 

An example of such device is leap motion,asus xtion, Microsoft’s Kinect, which allows a user to use gestures that are typically 

relatively and intuitive simple to perform various tasks such as starting a movie, controlling games etc. 

A. THE KINECT SENSOR 

The Kinect sensor is a body motion-sensor input devices that was initially developed in November 2010 for use with the 

Xbox 360 and then introduced Xbox one but has recently been opened up for use with Windows PCs for commercial purposes 

to program or interact with the pc. 
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B. ARCHITECTURE 

The Kinect works as a 3D camera by represent a stream of colourrd pixels with data about the depth of pixel. Each pixel in 

the images contains a value that represent the distance from the sensor to an object in that way. This sensor features provide 

developers the means for creating a immersive user experience through voice and touch-less, gesture and movement control 

although it does not inherently perform any recognition or tracking operations, leaving all such processing to software.  

The Kinect sensor as shown in Figure 3 has the following properties and functions: 

 An infrared (IR) emitter and an IR depth sensor used for capturing depth image of the object. 

 An automatic tilt motor which allows the camera position  to be changed without physical interaction and a three-axis 

accelerometer which can be used to determine the current orientation of the Kinect. 

  The camera  field of view as specified by Microsoft is 43° vertical by 57° horizontal  In system can measure distance 

with a 1cm accuracy at 2 meters distance. 

 An array of four microphones to capture positioned sounds. 

V. IMPLEMENTING GESTURE BASED HCI SYSTEM USING KINECT 

There are three key stages are involved in the developing of the proposed HCI system using Kinect motion sensor. First, the 

device must be able to track the skeletal operation  of a user to detect the hand before any gestures can be recognized and 

processed it. Second, each gestures must be properly recognized on it. Third, gestures recognized must be interpret to carry out 

the action related to it. In general, these three key stages span around skeleton tracking and gesture recognition function of the 

body. This section discusses how this is achieved an processed. 

A. CHOOSING OF PROGRAMMING LANGUAGE 

Most Kinect-enabled applications are usually developed with C++, C#, or Visual Basic. This interface is developed using 

Windows Presentation Foundation (WPF) in C# which provides a more human readable codes and a more simplified syntax on 

it. 

B. BODY DETECTION 

The skeletal tracking features of Kinect combined with the NUI library allow users and their actions to be recognized. The 

most important aspect of developing a gestures based HCI system is to first track the user before any hand detection can occur. 

It does not detect any human; it simply sends the depth image to the host devices, such as an Xbox or pc.  

 
Figure 5: Tracked joints of a user 
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With the help of skeleton tracking, an application can locate twenty (20) skeletal joints or coordinates of a user standing 

and ten upper-body joints (head, shoulders, wrists, elbows, and arms) of a user sitting directly in front of the Kinect motion 

sensor. Figure 5 shows the various joints or coordinates relative to the human body. 

After skeleton tracking is done, the position of each joint or coordinates in 3D space is returned by the NUI library in the 

format of X, Y and Z coordinates expressed in meters according to the skeleton tracing space coordinate system. 

VI. OUTPUT 

 

 

 

 

 

 

 

 

 

 

 

 

VII. CONCLUSION 

In this project we propose a system that controls the Robotic module remotely by sending human gestures. This project will 

overcome the system which controls the Robotic module through wired medium. 
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