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Abstract: Popular payment mode accepted both offline and online is credit card that provides cashless transaction. It is easy, 

convenient and trendy to make payments and other transactions.  Credit card fraud is also growing along with the 

development in technology. It can also be said that economic fraud is drastically increasing in the global communication 

improvement. It is being recorded every year that the loss due to these fraudulent acts is billions of dollars. These activities 

are carried out so elegantly so it is similar to genuine transactions. Hence simple pattern related techniques and other less 

complex methods are really not going to work. Having an efficient method of fraud detection has become a need for all 

banks in order to minimize chaos and bring order in place. There are several techniques like Machine learning, Genetic 

Programming, fuzzy logic, sequence alignment, etc are used for detecting credit card fraudulent transactions. Along with 

these techniques, outlier detection methods are implemented to optimize the best solution for the fraud detection problem. 

These approaches are proved to minimize the false alarm rates and increase the fraud detection rate. Any of these methods 

can be implemented on bank credit card fraud detection system, to detect and prevent the fraudulent transaction. 
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I. INTRODUCTION 

In day-to-day usage of credit card transactions the procurement of products and services assists online transactions or card 

swiping procurements. This leads to increase in online transactions using credit and debit cards evolving to a world of effortless 

expenditure. Frauds involved in the credit card section have caused severe damage to the users and the service provider and is 

said to be even worse in coming days. Fraudsters observe and adapt to the quick changes in the technology and find clever ways 

to involve in illegal activities [6]. Frauds caused due to these smart hackers are hazardous and dangerous. A well-educated 

fraudster can create several identities and conduct credit card transactions without being caught.   

Talking in terms of e-commerce transactions the major problem faced due to these fraudulent activities is so similar to legal 

ones. Hence having an efficient and complex fraud detection system is a must to prevent these fraudulent activities. The 

challenging section of this problem is to detect frauds in a huge dataset where the legal transactions are more and the fraudulent 

transactions are bare minimum or close to negligible. There are very few papers on credit card fraud detection methods due to 

the fact that these methods cannot be tested without a dataset. Hence it‟s difficult to prove the robustness or even the probability 

of success ratio of the methods. As we know that the credit card information is confidential, the bank owners and service 

providers do not encourage in sharing these data for experiments as well. In this paper we investigate credit card fraud using 

outlier detection method. 
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II. LITERATURE REVIEW 

1. Abhinav Srivastava et al [1] the author uses the ranges of transaction amount as an attribute in the HMM. The author has 

suggested method for finding the spending profile of cardholders. It is also discussed how the HMM can identify the 

fraudulent transactions. The simulation results show the advantages of using HMM and learning the profile of the cardholder 

plays an important role in analyzing fraudulent cases. The result also shows that 80% of the results are accurate and the 

system is scalable for large data set as well 

2. Divya.Iyer et al [2] the author uses Hidden Markov Model (HMM) to detect credit card transaction frauds. The training set is 

tuned with the normal behavior of the card holder. So if credit card transaction is rejected by the trained HMM then that 

transaction is said to be fraudulent. Care is to be taken that valid and genuine transactions are not considered as fraud. The 

author also compares various methods with the proposed methods to prove that HMM is much preferred than the other 

methods. 

3. K.RamaKalyani et al [3] creates a test data and through which the fraudulent activities are detected.  This algorithm is also 

called as an optimization technique based on genetic and natural selection in high computational problems. The author 

proposes a method to detect credit card fraud and the results are validated using principles of this algorithm. The purpose of 

detecting fraud cases is to declare it to the client and the service provider. 

4. Renu et al [4] proposed a fraud detection method which involves monitoring the activities of populations to observe and 

predict undesirable behavior. Undesirable behavior is a set of several habits like intrusion, fraud, delinquency and defaulting. 

This research speaks on several credit card fraud detection and telecommunication fraud and different techniques which help 

in resolving the discussed problems. 

5. Venkata Ratnam Ganji  et al [5] the author uses concept of data stream outlier detection algorithm which is based on anti 

knearest neighbors for credit card fraud identification. Whereas traditional methods need to scan the database many times to 

find the fraudulent transaction, which is not suitable for data stream surroundings. This method makes easier to stop 

fraudulent transaction happens by Lost and stolen card and Credit card validation checks and detects errors in a sequence of 

numbers which also helps to detect valid and invalid numbers easily. 

III. METHODOLOGY 

3.1 Outlier Detection 

 

 
Fig.3.1 Types of Outlier Detection 

 

1. In supervised outlier detection method domain experts model the system to learn and classifier the outlier using training set  

of data.     

2. In unsupervised outlier detection objects are clustered into multiple groups based on features. Those objects are far from 

any group is labeled as outliers. 

The below Fig 3.2 shows the difference between unsupervised and supervised outlier detection mechanism 
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Fig.3.2 Outlier Detection Using Unsupervised and 

Supervised methods 

In outlier detection method unsupervised learning is preferred to detect the fraud because it can lead to new explanations 

and representation of the observation data. Another advantage of using unsupervised data, it does not require prior labeling of 

data or knowledge about fraudulent methods or transactions. So it need not be trained to discriminate between a legal and illegal 

transaction. It simply follows the normal behavior pattern as an unusual activity or fraudulent. The problem with supervised 

methods is that the model has to be trained with both fraudulent and non-fraudulent behavior prior to implementing the method 

in live scenario. Only after the training is performed the system is ready to detect unusual behaviors. The major advantage of 

using unsupervised method over supervised data is that it need not be trained to discriminate between a legal and illegal 

transaction. 

3.3 Datasets 

Throughout the financial sector, machine learning algorithms are being developed to detect fraudulent transactions. In this 

project, that is exactly what we are going to be doing as well. Using a dataset of nearly 28,500 credit card transactions and 

multiple unsupervised anomaly detection algorithms, we are going to identify transactions with a high probability of being 

credit card fraud. In this project, we will build and deploy the following two machine learning algorithms: 

 Local Outlier Factor (LOF) 

 Isolation Forest Algorithm 

 Furthermore, using metrics such as precision, recall, and F1-scores, we will investigate why the classification 

accuracy for these algorithms can be misleading. 

 In addition, we will explore the use of data visualization techniques common in data science, such as parameter 

histograms and correlation matrices, to gain a better understanding of the underlying distribution of data in our data 

set. 

In the following cells, we will import our dataset from a .csv file as a Pandas DataFrame. Furthermore, we will begin 

exploring the dataset to gain an understanding of the type, quantity, and distribution of data in our dataset. For this purpose, we 

will use Pandas' built-in describe feature, as well as parameter histograms and a correlation matrix. 

Unsupervised Outlier Detection 

Local Outlier Factor (LOF) 

The anomaly score of each sample is called Local Outlier Factor. It measures the local deviation of density of a given 

sample with respect to its neighbors. It is local in that the anomaly score depends on how isolated the object is with respect to 

the surrounding neighborhood. 

Isolation Forest Algorithm 
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The Isolation Forest „isolates‟ observations by randomly selecting a feature and then randomly selecting a split value 

between the maximum and minimum values of the selected feature. Since recursive partitioning can be represented by a tree 

structure, the number of splittings required to isolate a sample is equivalent to the path length from the root node to the 

terminating node. This path length, averaged over a forest of such random trees, is a measure of normality and our decision 

function. Random partitioning produces noticeably shorter paths for anomalies. Hence, when a forest of random trees 

collectively produce shorter path lengths for particular samples, they are highly likely to be anomalies. 

 
Fig.3.3 Dataset Values 

 
Fig.3.4 Histogram for Amount, Class and Time 

 

IV. CONCLUSION 

Credit card scam has become much more extensive. To progress safety measures of the monetary transaction systems in a 

habitual and effectual way, structure a precise and well organized credit card scam detection system is one of the essential 

functions for money transactions. By the mean time outlier detection mechanism helps to detect the credit card fraud using less 

memory and computation requirements. Especially outlier detection works fast and well on online large datasets. But compared 

with power methods and other known anomaly detection methods. 
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