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Abstract: Content-based image retrieval (CBIR) is a technique for retrieving images on the basis of automatically-derived 

features such as color, texture and shape. Our findings are based both on a review of the relevant literature and on 

discussions with researchers in the field. The need to find a desired image from a collection is shared by many professional 

groups, including journalists, design engineers and art historians. While the requirements of image users can vary 

considerably, it can be useful to characterize image queries into three levels of abstraction: primitive features such as color 

or shape, logical features such as the identity of objects shown and abstract attributes such as the significance of the scenes 

depicted. While CBIR systems currently operate effectively only at the lowest of these levels, most users demand higher levels 

of retrieval. Content-based image retrieval (CBIR), also known as query by image content (QBIC) and content-based visual 

information retrieval (CBVIR) is the application of computer vision to the image retrieval problem, that is, the problem of 

searching for digital images in large databases. Problems with traditional methods of image indexing have led to the rise of 

interest in techniques for retrieving images on the basis of automatically-derived features such as color, texture and shape – 

a technology now generally referred to as Content-Based Image Retrieval (CBIR). In the proposed work is to compare 

different data mining algorithms for retrieving the images using image content. The experimental results are shown the 

proposed algorithms are given the more accuracy and efficiency. 

Keywords: clustering; KNN algorithm; Content Based Image Retrieval; Similarity Measure, Query By Image Content. 

I. INTRODUCTION 

In recent years image processing is used for multimedia database for storing digital images and also based on digital image 

processing which is the application of computer based algorithms. Image Retrieval aims at developing techniques browsing 

large image digital libraries to find out whether an image or the image database contains the query pattern given by the user on 

the basis of similarity measures. Image Retrieval is basically based on two approaches Text Based Image Retrieval (TBIR) and 

Content Based Image Retrieval (CBIR). Text Based means of given image annotation which provides the information given for 

the images. Text Based Image retrieval techniques based on textual annotation of images and these are based on two steps, 

firstly the images were annotated with text, and secondly the images are searched based on their textual tag or keywords actions 

which used by the users for searching such images. In context to Text Based, retrieving image is fast and also reliable but it is 

over dependent on labeling which is subjected to human perception. 

To overcome those drawbacks of text-based image retrieval, content-based images retrieval (CBIR) was introduced. With 

extracting the images features, CBIR perform well than other methods in searching, browsing and content mining etc. The need 

to extract useful information from the raw data becomes important and widely discussed. Furthermore, clustering technique is 

usually introduced into CBIR to perform well and easy retrieval. Although many research improve and discuss about those 

issues, still many difficulties hasn’t been solved. The rapid growing images information and complex diversity has build up the 
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bottle neck. To overcome this dilemma, in this work, propose a novel CBIR system with an optimized solution combined to 

Hierarchical Clustering and k-nearest neighbor algorithm (KNN). A creative system flow model, image division and 

neighborhood color topology, is introduced and designed to increase the clustering accuracy. 

II. LITERATURE SURVEY 

Monika Jain et al this paper discusses the image retrieval based on NC which is evaluated using hierarchical 

agglomerative clustering algorithm (HAC). In this paper, we determine the optimal number of clusters using HAC applied on 

RGB images and validate them using some validity indices. Based on number of clusters, we retrieve set of images. The 

selected color features of the image database mainly of same category and the image query are then clustered using HAC 

algorithm for similarity measurement purpose. The approach is examined in the experimental study with Corel image dataset. 

However for very large dataset, it can be used as preprocessing and applied on other unsupervised algorithms taking information 

regarding NC. The results of experiment can be used for indexing and be enhanced for divide and conquer technology. It will 

become good approach for efficient content based image retrieval system for very large dataset.  

K. B. Jayarraman et al The CBIR techniques are becoming a efficient techniques for exact and fast retrieval. CBIR is the 

technique which uses visual features of image such as color, shape, texture etc, to search the image based on the user 

requirements from large database according to the user request in the form of a query. In this paper various techniques of CBIR 

such as k-nearest neighbors Algorithm(KNN), colorstructure descriptor(CSD), Text based image retrieval (TBIR) techniques 

which increase the effectiveness of fast retrieval are discussed and analysed. The purpose of this survey is to provide an 

overview in the functionality of content based image retrieval. 

 Ray-I Chang et al This paper propose a novel system architecture for CBIR system which combines techniques include 

content-based image and color analysis, as well as data mining techniques. To our best knowledge, this is the first time to 

propose segmentation and grid module, feature extraction module, k-nearest neighbor clustering algorithms and bring in the 

neighborhood module to build the CBIR system. Concept of neighborhood color analysis module which also recognizes the side 

of every grids of image is first contributed in this paper. The results show the CBIR systems performs well in the training and it 

also indicates there contains many interested issue to be optimized in the query stage of image retrieval. this paper first 

combines segmentation and grid module, feature extraction module, neighborhood module to build the CBIR system. Images 

can be retrieval correctly through the proposed CBIR system. For those images which are contained in the code book, all of 

them can be searched as the most similar result 

III. METHODOLOGY 

A. Future Based Approach 

The development of the feature-based approach can be further divided into three areas. Given a typical face detection problem 

in locating a face in a cluttered scene, low-level analysis first deals with the segmentation of visual features using pixel 

properties such as gray-scale and color. Because of the low-level nature, features generated from this analysis are ambiguous. In 

feature analysis, visual features are organized into a more global concept of face and facial features using information of face 

geometry. Through feature analysis, feature ambiguities are reduced and locations of the face and facial features are 

determined.The next group involves the use of active shape models. These models ranging from snakes, proposed in the late 

1980s, to the more recent point distributed models (PDM) have been developed for the purpose of complex and nonrigid feature 

extraction such as eye pupil and lip tracking. 

B. Euclidean  Distance 

 In mathematics, the Euclidean distance or Euclidean metric is the "ordinary" distance between two points that one would     

measure with a ruler, and is given by the Pythagorean formula. By using this formula as distance, Euclidean space (or even 
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any inner product space) becomes a metric space. The associated norm is called the Euclidean norm. Older literature refers to 

the metric as Pythagorean metric. 

The Euclidean distance, data vector p and centroid q is computed as 

 (   ) √∑ ( 
  

 

   

  
  
)
 

 

C. Nearest  Neighbour Classifier 

In pattern K-NN is a type of instance-based learning, or lazy learning where the function is only approximated locally and all 

computation is deferred until classification. It is called lazy because it does not have any training phase or minimal training 

phase. All the training data is needed during the testing phase and it uses all the training data so if the have large number of data 

set then this paper need special method to work on part of data which is heuristic approach. Although classification remains the 

primary application of KNN, this paper can use it to do density estimation also. The k-nearest neighbor algorithm is amongst the 

simplest of all machine learning algorithms. K-nearest-neighbor classification was developed from the need to perform 

discriminate analysis when reliable parametric estimates of probability densities are unknown or difficult to determine.When 

you say a technique is non parametric, it means that it does not make any assumptions on the underlying data distribution this is 

pretty useful because real word data does not obey the typical theoretical assumptions made. Since KNN is non parametric, it 

can do estimation for arbitrary distributions. One of their striking results is to obtain a fairly tight error bound to the Nearest 

Neighbor rule. 

     (   
 
     ) 

The bound is where the Bayes error rate, c is the number of classes and P is the error rate of Nearest Neighbor. The result is 

indeed very striking because it says that if the number of points is fairly large then the error rate of Nearest Neighbor is less than 

twice the Bayes error rate recognition, the k-nearest neighbor algorithm (KNN) is a method for classifying objects based on 

closest training examples in the feature space. 

IV. ALGORITHM 

A. Hierarchical  Clustering Algorithm 

Please check all figures in your paper both on screen and on a black-and-white hardcopy.  When you check your paper on a 

black-and-white hardcopy, please ensure that: Given a set of N items to be clustered, and an N*N distance (or similarity) matrix, 

the basic process of hierarchical clustering (defined by S.C. Johnson in 1967) is this: 

1. Start by assigning each item to a cluster, so that if you have N items, you now have N clusters, each containing just one 

item. Let the distances (similarities) between the clusters the same as the distances (similarities) between the items they 

contain. 

2. Find the closest (most similar) pair of clusters and merge them into a single cluster, so that now you have one cluster 

less. 

3. Compute distances (similarities) between the new cluster and each of the old clusters. 

4. Repeat steps 2 and 3 until all items are clustered into a single cluster of size N. (*) 

Step 3 can be done in different ways, which is what distinguishes single-linkage from complete-linkage and average-

linkage clustering.In single-linkage clustering (also called the connectedness or minimum method), we consider the distance 
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between one cluster and another cluster to be equal to the shortest distance from any member of one cluster to any member of 

the other cluster. If the data consist of similarities, we consider the similarity between one cluster and another cluster to be equal 

to the greatest similarity from any member of one cluster to any member of the other cluster. In complete-linkage clustering 

(also called the diameter or maximum method), we consider the distance between one cluster and another cluster to be equal to 

the greatest distance from any member of one cluster to any member of the other cluster. 

 

B. K –Nearest Neighbor Algorithm 

¶ For each training example <x,f(x)>, add the example to the list of training_examples. 

¶ Given a query instance xq to be classified, 

¶ Let x1,x2...xk denote the k instances from training_examples that are nearest to xq . 

¶ Return the class that represents the maximum of the k instances 

In mathematics, the Euclidean distance or Euclidean metric is the "ordinary" distance between two points that one would 

measure with a ruler, and is given by the Pythagorean formula. By using this formula as distance, Euclidean space (or even 

any inner product space) becomes a metric space. The associated norm is called the Euclidean norm. Older literature refers to 

the metric as Pythagorean metric. 

¶ The Euclidean distance, data vector p and centroid q is computed as 

¶  (   ) √∑ ( 
  

 
     

  
)
 

 

V. PROBLEM STATEMENT 

Detecting generic object categories in natural, cluttered images is one of the holy grails of computer vision. In order to 

make progress towards this goal, it may be essential to have large databases of challenging images. in which “ground truth” 

labels are made publically available. These labels should provide information about the object classes present in each image. as 

well as their shape and locations, and possibly other attributes such as pose. This data can be used for testing (comparing 

algorithms), as well as for training using supervised learning techniques. Although large labeled databases are standard in other 

fields, such as speech recognition, natural language processing, and video retrieval, they are comparatively rare in the object 

detection community. To summarize some of the existing databases, and explain why this paper feel they are inadequate for the 

task of learning to detect thousands of object categories in cluttered images. Labeled Image Databases has the potential to 

overcome those problems.  
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VI. IMPLEMENTATION 

In this section, results of proposed method are presented and discussed. The proposed method is implemented in MATLAB. 

The Wang database is used for evaluation which is a subset of Corel database with total 1000 images. All images are classified 

into 10 categories like Africans, Beaches, Architecture, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains and Foods 

with 100 images in each category. All images in database are colored images and of size 384 × 256 or 256 × 384 pixels. The 

evaluation of retrieval results can be easily made due to this classification. Figure 1 shows the sample of 10 images of 10 

different category of Wang database. The image in the same row belongs to same category. 

 

 

 

 

 

 

 

 

 

 

Fig 1.1 Architecture of CBIR using Clustering and KNN 

A. Similarity Distance Measure 

To set a proper number of objects per image during hierarchical clustering, a similarity measure is compared against a 

threshold value. The value compares the length of a link in a cluster hierarchy with the average length of neighboring links. 

Using the similarity measure value, pixels that are considered to be similar form a separate cluster. The number of cluster based 

on these measures is recorded and the average number of cluster for each similarity measure is computed. 

                                       

B. Object Uniqueness 

After obtaining all object features for all images, object clustering is performed using. Hierarchical clustering algorithm to 

obtain object groups. The cluster of object groups is necessary for two reasons: for faster image retrieval, and for determining 
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the value of object uniqueness. The value of object uniqueness depends on the quantity of objects in a cluster because the larger 

the quantity in a cluster corresponds to a smaller value of object uniqueness. The way, object uniqueness is related to the result 

of object clustering. 

 

C. Performance Analysis 

For image dataset of 100 images of category, the average accuracy is 0.98 which is tremendous. However for 1000 image 

dataset the results are not favorable. The average accuracy is 0.25 which shows it returns more irrelevant results with relevant 

results. 

However, the run time complexity of HC is completely dependent on the number of objects n in the dataset whereas 

runtime complexity of other partitional algorithms depend upon number of iterations along with n and NC. Thus, poor choice of 

NC increases the time complexity in partitional algorithms. 

Table 1 Performance Analysis of Proposed algorithms 

Query 

Image 

Accuracy in % 

KNN Hierarchical 

Clustering 

721 99 99 

731 98 97 

744 96 92 

752 99 96 

784 94 93 
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VII. CONCLUSION 

The proposed system is designed to operate the content based image retrieval system. It has been verified with the photos of 

places of interest in Training dataset. Our experimental results demonstrate that our CBIR system architecture not only works 

well for image retrieval, but also improves its precision. In our knowledge, this research work first combines segmentation and 

grid module, feature extraction module, clustering and neighborhood module to build the CBIR system. Furthermore, the 

concept of neighborhood module which recognizes the side of every grids of image is first contributed in this paper. Applying 

the concept of fragment based code book into the content based image retrieval system also contributes in our system 

architecture.  

The experimental results confirm that the proposed CBIR system architecture attains better solution for image retrieval. Our 

model represents the first time in which combine new modules and techniques proposed in the work have been integrated with 

CBIR system. Images can be retrieval correctly through the proposed CBIR system. For those images which are contained in the 

code book, all of them can be searched as the most similar result. Also for general images selected randomly, the query results 

are similar to the input data. Since the CBIR system is based on the color feature, the retrieval results are directly and easy to 

tell the performances. In the future work, we hope to build a generalized query method which increase the system searching 

ability and provide more accurate content descriptions of places of interest places by performing color feature analysis and CCH 

image extraction simultaneously. As a result, the CBIR system will be able to suggest more relevant annotations and 

descriptions. 
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