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Abstract: Travelling salesman problem is a very old mathematical problem. It models a scenario where a salesman has many 

cities to visit in shortest possible time. Given the distance among the cities, he must calculate the shortest route. Researchers 

have been working with Travelling Salesman problem for over centuries. Many models have been introduced to solve this 

legendary mathematical problem. In this Research Work, genetic algorithm is used to solve Travelling Salesman Problem. 

Genetic algorithm is a technique used for estimating computer models based on methods adapted from the field of genetics 

in biology. To use this technique, one encodes possible model behaviors into ''genes". We designed a new crossover 

technique to increase the efficiency of crossover operator of GA for TSP. We also apply map reduce algorithm to efficiently 

solve the TSP. 

Keywords: Travelling Salesman Problem, Map Reduce, Genetic Algorithm. 

I. INTRODUCTION 

The Traveling Salesman Problem (TSP) is a classical combinatorial optimization problem, which is simple to state but very 

difficult to solve. The problem is to find the shortest tour through a set of N vertices so that each vertex is visited exactly once. 

This problem is known to be NP-hard, and cannot be solved exactly in polynomial time. Apart from its theoretical approach, the 

TSP has many applications. Some typical applications of TSP include vehicle routing, computer wiring, cutting wallpaper and 

job sequencing. The main application in statistics is combinatorial data analysis, e.g., reordering rows and columns of data 

matrices or identifying clusters. The NP-completeness of the TSP already makes it more time efficient for small-to-medium size 

TSP instances to rely on heuristics in case a good but not necessarily optimal solution is sufficient. 

The origin of Travelling Salesman Problem (TSP) dates back to 1759 when the first instance of the travelling salesman 

problem was from Euler whose problem was to move a knight to every position on a chess board exactly once [1]. Then in 1832 

mathematician W.R Hamilton and Thomas Kirkman formulated it. The travelling salesman first gained fame in a book written 

by German salesman BF Voigt in 1832 on how to be a successful travelling salesman. Though he did not mention TSP by name 

but suggested that to cover as many locations as possible not visiting any location twice is the key factor of scheduling of a tour. 

The standard or symmetric travelling salesman problem can be stated mathematically as follows: 

Given a weighted graph G = (V, E); where the weight cij on the edge between nodes i and j is a non-negative value, find the 

tour of all nodes that has the minimum total cost. 

In this paper we provide a hybrid solution of genetic algorithm and map reduce algorithm for solving the classical travelling 

salesman problem. 
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II. TYPES OF TPS 

Considerable number of variations exists for the TSP. Some of these are; asymmetric TSP, multiple TSP, clustered TSP [2] 

etc. In symmetric TSP (STSP) each city pair have the same distance for both directions. We represent an example of STSP in 

Figure 1. Figure 1 (a) and (b) show a non-optimal solution and the optimal solution to the example STSP respectively.  

 

 

 

 

 

 

 

Figure 1.1: A visualization of symmetric TSP. 

(a) a twisted bad route (b) the optimum route 

 

Asymmetric TSP is similar to the symmetric TSP where the distance between two cities is not equal or no path exists for 

one direction. In multiple TSP, salesmen collaborate to achieve a target solution. In clustered TSP, there are clusters composed 

of adjacent cities. These clusters behave as a single city to decrease the number of cities and therefore improve running time. 

We focus on STSP in this thesis. 

In history, two types of algorithms are designed for this challenge; exact algorithms and heuristic algorithms. Exact 

algorithms apply brute force search techniques and try to minimize the search space with specific constraints. They may find the 

optimal tour but the time complexity is not satisfactory especially when the number of cities is large, i.e. N > 1000. Linear 

programming is an example of exact algorithms. Concorde TSP Solver is arguably the best program [2] to solve TSP using 

linear programming concepts. 

Heuristic algorithms traverse the search space randomly and try to approach the global optimum. For these approaches, we 

are less likely to reach the global optimum as exact algorithms do. On the other hand, time complexities of the heuristic 

algorithms are far better than the exact algorithms. Ant colony optimization and simulated annealing algorithms are well-known 

examples of heuristic approaches. They can compete with genetic algorithms and can also perform as internal GA elements. 

III. GENETIC ALGORITHM 

Genetic algorithm [3][4] is a technique used for estimating computer models based on methods adapted from the field of 

genetics in biology. To use this technique, one encodes possible model behaviors into ''genes". After each generation, the 

current models are rated and allowed to mate and breed based on their fitness. In the process of mating, the genes are 

exchanged, crossovers and mutations can occur. The current population is discarded and its offspring forms the next generation. 

In a way of using GA in solving TSP, The following methods are used; 

● Simulated Annealing, based on natural annealing processes. 

● Artificial Neural Networks, based on processes in central nervous systems. 

● Evolutionary Computation based on biological evolution processes. 

The algorithms inspired by Evolutionary Computation are called evolutionary algorithms. These evolutionary algorithms 

may be divided into the following branches: genetic algorithms (Holland 1975), evolutionary programming (Fogel 1962), 

evolution strategies (Bremermann et al. 1965), classifier systems (Holland 1975), genetic programming (Koza 1992) and other 

optimization algorithms based on Darwin’s evolution theory of natural selection and “survival of the fittest”. In this thesis, we 
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will only examine one of the above mentioned types of algorithms: genetic algorithms, although some of the exposed mutation 

operators have been developed in relation to evolutionary programming. 

We consider these algorithms in combination with the Travelling Salesman Problem (TSP). The TSP objective is to find 

the shortest route for a travelling salesman who, starting from his home city has to visit every city on a given list precisely once 

and then return to his home city. The main difficulty of this problem is the immense number of possible tours: (n-2)! /2 for n 

cities. 

Evolutionary algorithms are probabilistic search algorithms which simulate natural evolution. Holland (1975) introduced 

genetic algorithms. In these algorithms the search space of a problem is represented as a collection of individuals. These 

individuals are represented by character strings which are often referred to as chromosomes. The purpose of using genetic 

algorithm to find the individual from the search space with the best “genetic material”. The quality of an individual is measured 

with an evaluation function. 

A. Control parameters 

These are the parameters that govern the GA search process [6]. Some of them are: 

(a) Population size: - It determines how many chromosomes and thereafter, how much genetic material is available for use 

during the search. If there is too little, the search has no chance to adequately cover the space. If there is too much, the GA 

wastes time evaluating chromosomes. 

(b) Crossover probability: - It specifies the probability of crossover occurring between two chromosomes. 

(c) Mutation probability: - It specifies the probability of doing bit-wise mutation. 

(d) Termination criteria: - It specifies when to terminate the genetic search. 

B. Structure of genetic algorithms 

GAs may be summarized as follows: 

GA ( ) 

{  

Initialize random population; 

Evaluate the population; 

Generation = 0; 

While termination criterion is not satisfied 

{ 

Generation = Generation + 1; 

Select good chromosomes by reproduction procedure; 

Perform crossover with probability of crossover (Pc); 

Select fitter chromosomes by survivor selection procedure; 

Perform mutation with probability of mutation (Pm); 

Evaluate the population; 

} 
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} 

The algorithm consists of the following fundamental steps 

Initialization: Chromosomes are randomly created. At this point it is very important that the population is diverse 

otherwise the algorithm may not produce good solutions. 

Evaluation: Each chromosome is rated how well the chromosome solves the problem at hand. A fitness value is assigned 

to each chromosome. 

Selection: Fittest chromosomes are selected for propagation into the future generation based on how fit they are. 

Recombination: Individual chromosomes and pairs of chromosomes are recombined and modified and then put back in the 

population. 

IV. MAP REDUCE 

Map Reduce is programming model which has proven to be very effective to run a query on big data. Generally speaking, it 

works like this [5]: 

▪ The data is partitioned across multiple computer nodes. 

▪ A map function runs on every partition and returns a result. 

▪ A reduce function reduces 2 results into one result. It is continuously run until only a single result remains.  

The figure 2 below shows map reduction on TSP. Given the cities, we can scenario into four possible co-ordinates and 

solve them separately. 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Figure 2: Map reduction 

 
As, TSP is a NP- hard problem, researchers often tried to reduce in complexity by dividing it into pieces of several 

problems. It is established that Map Reduce can solve any planning problem optimally. 

V. CONCLUSION 

Genetic algorithms appear to find good solutions for the traveling salesman problem, however it depends very much on the 

way the problem is encoded and which crossover and mutation methods are used. It seems that the methods that use heuristic 
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information or encode the edges of the tour (such as the matrix representation and crossover) perform the best and give good 

indications for future work in this area. 

Overall, it seems that genetic algorithms have proved suitable for solving the traveling salesman problem. As yet, genetic 

algorithms have not found a better solution to the traveling salesman problem than is already known, but many of the already 

known best solutions have been found by some genetic algorithm method also. 

In this paper, we designed a new crossover technique to increase the efficiency of crossover operator of GA for TSP. Then 

we divided the map of given city into four equal co-ordinates such that no city rest on the axes using map reduce algorithm. 

Then GA was run for each four co-ordinates and not only the best path, but also second or third best paths were recorded. Then 

we used simple combination to determine the 4 paths of four co-ordinates & merging in between them. 
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