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Abstract: Growth of huge amount of uploading and downloading of images and videos on internet needs help of a better way 

of retrieving. Similar manner the different areas like hospitals, offices, schools, colleges, social networking cites etc also has 

to withstand the users requests of file(s) as per user’s requirements. Here, the scenario for a hospital has been considered 

where a strong, reliable system for retrieval is mandatory as patient’s life is at stake. So, for the retrieval of the Brain MR 

Images from the data available with them, Content based retrieval of images technique is used through which similar kind of 

images to the query/requested image provided by the user from all the images will be extracted. 

Keywords: FD (Fourier Descriptor), Relevance Vector Machine (RVM), KNN (K-nearest neighbor). 

I. INTRODUCTION 

Content-based image retrieval (CBIR), also known as query by image content (QBIC) and content-based visual information 

retrieval (CBVIR) is the application of computer vision techniques to the image retrieval problem, that is, the problem of 

searching for digital images in large databases. Content-based image retrieval is opposed to concept-based approaches.[1] For 

efficient services in all fields such as government, academics, hospitals, crime prevention, engineering, architecture, journalism, 

fashion and graphic design images are being used. Due to the popularity of these types of digital images database becomes 

huge, and to search and retrieve required image from the huge database it becomes difficult and time consuming. To solve these 

problems traditionally text-based retrieval is used. In a computer system for browsing, searching and retrieving images from the 

huge database of digital images retrieval system is used. To search images, a user provides query terms of keyword and the 

system will return images similar to the query.[2] 

The query image bestowed to our criticism is the magnetic resonance brain images, which provides good disparity between 

the soft tissues of brain. In this paper the features of brain images extract by descriptor of shape based on region . Depending on 

those features, the feature vector is evaluated and given as the index for further classification of brain images under tumor or not 

tumor classes. The significant part of this diagnosis is to a relevance vector machine (RVM) for classification and determining 

the presence tumor or not tumor followed by KNN (K-nearest neighbor) [1] that retrieves the most similar images in the 

database for classifying brain images according to its characteristics. 

II. PROPOSED SYSTEM 

The main aim of our system is, to identify the similar type of images from the brain MR images set. This will be performed 

in stages, 1. Extracting the features from the images, 2. Classifying the images as tumorous and non-tumorous and after that 3. 

Retrieval of similar images.  The primary objective of first stage is formation of feature vector which would be given input to 

the next stage. In the next stage, the primary objective is to bifurcate the images in two categorizes , 1. Tumor image or 2. Non 

Tumor image. After the bifurcation, the similar images are retrieved. This is the primary objective of the last stage. Using a 

distance measure the similar images to query images are identified and retrieved.  
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Figure 1: System Flow Diagram 

 
The proposed method is based on the following techniques: Fourier Descriptors, Relevance Vector Machine and  KNN. It 

consists of three stages: (1)feature extraction stage, (2) classification stage, and (3) similarity test stage. The proposed technique 

for MRI image retrieval is illustrated in Figure 1. In the following sections, we illustrate how the proposed method is applied. A 

review of basic fundamentals of RVM, Fourier Descriptors, and KNN are introduced. 

III. FEATURE EXTRACTION 

Shape is the contours and shapes of objects represented in the image. The process of extracting shapes often goes like this: 

First we find the contours in the image, then we segment the image into the different contours and index these. Finding contours 

can be obtained by using chain codes which is an algorithm that “walks” around the edge of regions, creating a set of straight 

lines around the region. A region could for instance be an area of similar color or an area that is in some way different from the 

rest of the image. These lines can be further simplified with polygon approximation which makes the lines less jagged[6]. 

Further we can capture the essence of the shape using Fourier Descriptors. The shapes can be indexed by simple statistical 

moments, such as the mean and variance. Shape features are classified in to two types: boundary/contour descriptors and region 

descriptors.[7][8][9][10] Further they are classified as (a) Structural and (b) global. The global boundary descriptors include 

various signatures, Fourier descriptors and wavelet descriptors[7] as shown in Figure 2. 

 
Figure 2: Classification of Contour & Region based shape descriptors [3] 
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Fourier Descriptors 

The Fourier transformed coefficients form the Fourier descriptors of the shape. These descriptors represent the shape of the 

object in a frequency domain. The lower frequency descriptors contain information about the general features of the shape, and 

the higher frequency descriptors contain information about finer details of the shape. The dimensions of the Fourier descriptors 

used for indexing shapes are significantly reduced.[4] 

FD is obtained by applying Fourier transform on a shape signature. In the first step of the derivation of FD, the boundary 

coordinates (x(u),y(u));u=0,1,2,…N-1 are obtained, where represents total number of boundary points. For establishing the 

translation invariance, radial distance between the boundary points (x(u),y(u)) and the centroid (Xc,Yc) of the shape is 

represented as [5]: 
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The discrete Fourier transform of r(u) is given as: 
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The coefficients ܽ  are called the Fourier descriptors of the shape, and denoted as FDn. The rotation invariance is achieved 

by considering only the magnitude and scale invariance is done as follows [5]: 
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IV. CLASSIFICATION 

The ‘relevance vector machine' (RVM) is a model identical to the popular and state-of-the-art `support vector machine' 

(SVM

Relevance vector machine (RVM) is a special case of a sparse linear model, where the basis functions are formed by a 

kern

ሻݔሺݕ ൌݓሺݔ െ ሻݔ
ே
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While this model is similar in form to the support vector machines (SVM), the kernel function here does not need to satisfy 

the 

V. SIMILARITY MEASURE 

K-Nearest Neighbour 

K-Nearest Neighbour (KNN) technique is the simplest technique that provides good accuracy. The KNN algorithm is based 

on a distance function and a voting function in K-Nearest Neighbour’s, the metric employed is the Euclidean distance, 

 

Relevance Vector Machine 

)’s functional form. We demonstrate that by exploiting a probabilistic Bayesian learning framework, we can derive 

accurate prediction models which typically utilise dramatically fewer basis functions than a comparable SVM while offering a 

number of additional advantages. These include the benefits of probabilistic predictions, automatic estimation of `nuisance' 

parameters, and the facility to utilize arbitrary basis functions (e.g. non-`Mercer' kernels). [11] 

el function φ centred at the different training points: 

Mercer’s condition, which requires φ to be a continuous symmetric kernel of a positive integral operator.[12] 
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Ham ski distance. The KNN has higher accuracy and stability for MRI data than other common statistical 

clas

2) Hamming distance: This method detects edges in the image. The Hamming distance is a metric on the vector space of 

the fulfils the conditions of non-negativity, identity of indiscernible and symmetry .It can be shown by 

com

umour. 

Precision: Precision and recall are basic measures used in evaluating the effectiveness of an information retrieval system. 

Prec  the total number of irrelevant and relevant records retrieved 

(Baeza-Yates, & Ribeiro-Neto, 1999). o each of the top five images in this experiment. 

The 

ming distance, Minkow

sifiers.[14] 

KNN on MRI images: 

1) Euclidian distance: This is used as distance function due to its simplicity. 

words of length n, as it 

plete induction that it satisfies the triangle inequality. 

3) Minkowski distance: This is a metric on Euclidean space which can be considered as a generalization of both the 

Euclidean distance and the Manhattan distance. 

4) Cosine similarity: This detects intense parts of the t

VI. PERFORMANCE MEASURE 

ision is the ratio of the number of relevant records retrieved to

It indicates the subject score assigned t

formula is expressed as follows[13]: 

 ൌ
∑ ܵ

ୀଵ
ܰ

 

 

where Si is the score assigned to the ith hit, N is the number of top hits retrieved. 

Recall: Recall is the ratio of the number of relevant records retrieved to the total number of relevant records in the database 

aeza-Yates & Ribeiro-Neto, 1999). It is defined as follows[13]: 

ܴ ൌ

(B

ܴ
ܶ
 

total number of relevant images in the database. 

VII. RESULTS 

Firs plying the fourier transformation on the image. The images are converted to fourier descriptors by fourier 

trans y would be 

increased. After this the query image is give images from the data available. Figure 3 shows the output 

for the proposed system. 

 
Figure 3: Proposed system’s output for CBIR of images 

where Rn is the number of retrieved relevant hits, and Tn is the 

t ap

formation. Then the resultant descriptors are given for classes bifurcation. By using classification the efficienc

n for checking the similar 
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• The results of performance analysis for precision and recall 

Figure 4 : Performance Evaluation of the proposed method with existing 
 

Figure 5 : Mean Average Precision graph 
 

 
Figure 6 : Mean A raph 

 

VIII. CONCLUSION 

In this study we proposed a method for an effective way of building CBIR system that assists medical image diagnosis in 

clinical domain, this system is based on two different steps. In the First step, after feature extraction by Fourier Descriptors 

images are classified in tumor and and not-tumorous category using RVM, then the second step where similarity measure is 

carried out by KNN where Euclidean Distance is used for searching the relevant images and at last similar images are retrieved. 

According to the experimental results, the proposed System is efficient for retrieval of the human brain MR database, and 

similar image. 

 

 

 

 

verage Recall g
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