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Abstract: Due to the increase in usage of services provided over the Internet, there is excessive internet traffic. If the user’s 

request is not distributed properly among the servers causes overloading or underutilization of some servers and an increase 

in the time taken to process the user requests. This calls for a need to distribute the load across the available servers evenly 

and optimally. Load balancing is a method of distributing the workload equally among multiple servers. By distributing the 

load equally among the servers, a load balancer provides a good response time, increases throughput and utilizes resources 

effectively. Thus load balancing is a key research issue. Many authors have proposed several load balancing techniques. In 

this paper, we discussed various load balancing techniques used on Session Initiation Protocol (SIP) server clusters, Cluster 

Computing and Cloud Computing. 
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I. INTRODUCTION 

Load balancing is an important aspect that distributes the workload across multiple servers optimally such that provides 

good response time and increase user’s satisfaction, utilizes resources efficiently, thus improves overall performance. The load 

balancer accepts multiple requests from the client and distributes each of them across multiple servers based on current load on 

the server. Load balancing avoids a server or network device from getting overloaded with requests and helps to distribute the 

work evenly. For example, when the user sends a request to a server which is overloaded with some other processes, then the 

request needs to wait for till the serve is idle, these increases the waiting time of the request. Hence load balancer estimates the 

workload of each server identifies the least loaded server and schedules the request to a lightly loaded server. All requests from 

the clients pass through the load balancer, which forwards the requests to the appropriate server based on the current load of the 

server. 

 

Fig.1: Basic functioning of a Load Balancer 

The Session Initiation Protocol (SIP) is a general purpose signaling protocol used to control various types of media 

sessions. SIP protocol is used in Voice over IP (VoIP), Internet Protocol Television (IPTV), voice conferencing, instant 

messaging and video conferencing. SIP is a transaction-based protocol designed to establish and tear down media sessions, 

which is referred to as calls. Two types of state exist in SIP. The session state is created by the INVITE transaction and is 
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destroyed by the BYE transaction. The state that exists for duration of the transaction is also created by each SIP transaction. 

The session-oriented nature of SIP has important effects for load balancing. Transactions corresponding to the same call must be 

transmitted to the same server otherwise the server will not recognize the call. Session-aware request assignment (SARA) is the 

process where a system assigns requests to servers, such that that server properly recognizes sessions, and subsequent requests 

corresponding to that same session are assigned to the same server. Thus SIP server has overheads associated with both 

transactions as well as sessions. These results in need of more effective SIP load balancing.  

Computer clusters consist of computers connected based on their processing power, that work together to achieve a 

common goal.  A computer cluster is a network of computers working together by creating a multi-processing environment. 

Clustering of computers have reduced the cost of processing power and also increases availability by making the cluster easily 

accessible at all times. If one system breaks down, there is no risk of data loss as the stability of the cluster is still maintained.  

Cloud computing is a technology where computing resources are distributed in various data centers and these resources are 

provided to the customers on demand over the internet on pay-per-use basis.  As the use of cloud computing increases, there is 

increase in traffic which needs to distribute the load equally among the servers. Thus load balancing is crucial in Cloud 

Computing.  

Thus, in this paper, we discussed the various load balancing techniques used on Session Initiation Protocol (SIP) server 

clusters, Cluster Computing and Cloud Computing. 

II. LOAD BALANCING TECHNIQUES 

R. Jayabal et al., [1][20][21] discussed three algorithms. Call-Join-Shortest-Queue (CJSQ) algorithm estimates the 

amount of work a server has left to do, on the basis of the number of calls (sessions) assigned to the server. Counters are 

maintained by the load balancer indicating the number of calls assigned to each server. When a new INVITE request is received 

(which corresponds to a new call), the request is assigned to the server with the lowest counter, and the counter for the server is 

incremented by one. When the load balancer receives an acknowledgement to the BYE transaction corresponding to the call, it 

decrements the counter for the server. A drawback of this approach is that the number of calls assigned to a server is not always 

an accurate measure of the load on a server. There may be an extensive idle periods between the transactions in a call. An 

improved method is Transaction-Join-Shortest-Queue (TJSQ) which estimates the server load based on the number of 

transactions assigned to the servers. The TJSQ algorithm estimates the amount of work a server has left to do on the basis of the 

number of transactions assigned to the server. A limitation of this approach is that all transactions are weighted equally. In the 

SIP protocol, INVITE requests are more expensive than BYE requests, because the INVITE transaction state machine is more 

complex than BYE transactions. Thus an enhanced method Transaction-Least-Work-Left (TLWL) is proposed. The TLWL 

algorithm overcomes from this issue by assigning different weights to different transactions depending on their relative costs. It 

is similar to TJSQ with the enhancement that transactions are weighted by relative overhead in the special case that all 

transactions have the same expected overhead. The load balancer indicating the weighted number of transactions assigned to 

each server maintains counters. New calls are assigned to the server with the least count. A ratio is defined in terms of relative 

cost of INVITE to BYE transactions. 

M. Ezhilvendan et al., [17] [27] explains another aspect of SIP transaction types, INVITE and BYE that have different 

overheads. INVITE has a higher overhead over BYE. This information on overheads improves decision making by the 

algorithms. Decision making can also be done by any of the existing queuing methods- CJSQ, TJSQ, and TLWL. The 

algorithm TLWL makes use of the information that INVITE is more expensive than BYE and it routes calls to the servers with 

the least work. In view of SIP, a system assigns requests to servers and SARA ensures the subsequent calls are assigned to the 

same servers. In aid to this SARA concept, a load balancer is used such that it distributes the work evenly and optimally among 
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all the available servers. One of the key characteristic of VoIP using SIP is that it takes a completely different route over the 

Internet than the media of running calls. 

Georgios Kambourakis et al., [15][25] suggests Round Robin scheme which plays an important role in load balancing 

using SIP server clusters. When there is a new SIP request, the SIP load balancer selects the next IP address for the specific SIP 

server name as stored in the Domain Name System (DNS).The load balancer forwards each SIP client’s request to the most 

appropriate SIP proxy based on workload, to serve it. SIP clients firstly communicate with the load balancer entity to find out 

the SIP proxy server with least workload.  If the load balancer is not responding, the SIP client can communicate directly with 

the DNS to retrieve all the available records corresponding to SIP servers in the domain and select one. Balancing the load of 

SIP transactions is very important in terms of redundancy, Quality of Service and high availability. Despite the different 

balancing approaches that have been proposed and developed for Web applications, until now, no SIP-oriented complete 

balancing solution has emerged. 

Alireza Karimi et al., [15] bring out two-stage architecture to overcome the overloading problems in SIP servers during 

transactions. If the server fails, it is impossible to make new calls. To prevent this overloading problem, Two Stage Architecture 

is implemented. Stage 1 consists of cluster of dispatchers and algorithm for load balancing is implemented in dispatchers. Stage 

2 consists of cluster of SIP proxy servers and probing mechanism is used to prevent server failures 

Kundan Singh et al., [18] compare various failovers and load sharing methods for registration and call routing servers 

based on the Session Initiation Protocol (SIP). The authors discussed the different types of failovers which are Client Based, 

DNS Based, and Database Replication Based. In Client Based, client 1 knows the IP address of both the primary and back up 

servers say S1 and S2. Similarly, Client 2 also knows the IP address of PI (Primary Server) and P2 (Backup Server). This helps 

to continue the session requesting a call in the event of failure of any one of the servers. In DNS Based, a lower numeric value is 

assigned to P1. Here, dynamic DNS can be used to update the IP address of P1 to P2. P2 periodically monitor P1 and update the 

record when P1 is dead. In Database Replication Based, client 1 registers with the primary server P1, which stores the mapping 

in the database D1. The secondary server P2 uses the database D2. Any change in D1 is propagated to D2. When P1 fails, P2 

can take over and use D2 to proxy the call to Client 1.  

Jiani Guo et al., [19] introduced two scheduling techniques First Fit and Stream Based Mapping for routing incoming 

requests. First Fit (FF) schedules a media unit using round-robin method. The unit is scheduled to the first computing server 

whose corresponding queue has a vacancy. If all queues are full, overload is indicated on all servers and the unit will not be 

scheduled until one of the queues is drained. In Stream Based Mapping (SM), the unit is mapped to a server according to the 

function f(c) =c mod N, where c is the stream number to which the unit belongs and N is the total number of servers in the 

cluster. Therefore, all the units belonging to one stream will be sent to the same server. This paper also discussed about 

prediction based processing time. The incoming media units are separated into Group of pictures (GOP) and processing is done 

based on the types of frames each GOP has. Based on execution time taken on single or heterogeneous Personal Computers, 

results are derived. This paper demonstrates results which are on the basis of System Scalability, Load Sharing Overhead and 

Video Quality. 

Viney Rana et al., [22] explained load balancing concept by clustering of computers. In this paper, author states that 

computer clusters are better than single computer in terms of cost and performance. The major challenge is Cluster 

Management; the cost of administering the cluster is quite high. In this paper, a cluster based hierarchical architecture for load 

balancing in distributed systems is proposed. Nodes with similar processing capacity are grouped into cluster. A group of 

heterogeneous cluster is made for load balancing. When there is a request, algorithm randomly selects a cluster head and 

arranges the load of nodes in the cluster in ascending order and transfer load from overloaded node to idle node to manage the 

load of cluster. Cluster heads are connected with each other. Algorithm computes the total load at each cluster and transfer load 
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between clusters at same level through cluster head. Finally to balance the load, transfers load from one level to another .Thus 

the whole clustered structure is balanced. 

Rutuja Jadhav et al., [29] proposed a dynamic load balancing algorithm in distributed computing system. The proposed 

architecture takes n nodes and each node is associated with back up node. Back up nodes will not serve the tasks, but will 

transfer the unserved tasks to other under loaded nodes. The overloaded nodes are transferring extra load to the under loaded 

nodes, thus performing load balancing of the system. In case of node failure, back up nodes broadcast the failure notice and 

redistribute unserved tasks to under loaded nodes. 

A B M Moniruzzaman [24] proposed shared storage technology and two-tier architecture model for high availability 

cluster with load balance infrastructure for web servers. The architecture includes four types of nodes – Load Balancer nodes, 

Cluster nodes, Network File System (NFS) Server nodes and SAN Box. The two-tier architecture has a load balancer as the 

front-end machine that balances load and routes requests to different web servers. Shared storage refers to a storage space 

shared by all severs to simplify the services provided by each server. Shared storage can be network file system, distributed file 

system or database systems. 

N. S. Raghava et al., [28] discussed some of the issues encountered while designing any load balancing algorithm. 1) 

Distribution of nodes, which occurs in case of Face book, Gmail etc. A well distributed system of nodes helps in handling fault 

tolerance and maintains the efficiency of the system. 2) Designing an algorithm based on the state or behavior of the system 

which can be static or dynamic. Static algorithms do not depend on the current state of the system and have prior knowledge of 

the resources, but in case of sudden failure of system resources, static algorithms fail. Dynamic algorithms depend on the state 

of the system and do not require prior knowledge of the system. Dynamic algorithms are complex to design, but have better 

fault tolerance and overall performance. 3) Algorithm complexity, a complex algorithm provides better resource utilization and 

throughput while simpler ones may give poor performance in terms of fault tolerance, migration and response time. Thus author 

suggests, based on the system requirements, care should be taken to decide a better or suitable load balancing algorithm. 4) 

Traffic Analyses, peak hours differ because of the different time zones around the globe. The load balancer must be able to 

handle the load at all times in every location. 

Divya Thazhathethil et al., [23][2] discussed load balancing by partitioning the public cloud. A switch mechanism is used 

to choose different strategies for different situations. The system has a main controller, balancers and servers. The main 

controller chooses the appropriate load balancer for a particular job. The balancer further selects the least loaded server and 

forwards the request to the identified server. Hence, this system will help dynamically allocate request to the least loaded server. 

Thus the entire cloud system is balancing efficiently. 

III. CONCLUSION 

A Load Balancer is used to distribute the workload among various available servers. By distributing the load among the 

servers based on current load on the server, provides good response time, Increases throughput, utilizes resources effectively. In 

this paper, we have discussed different load balancing algorithms used on various platforms like Session Initiation Protocol 

(SIP) server clusters, Cluster Computing and Cloud Computing. 
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