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Abstract: In this Paper, Modified Cuckoo Search algorithm (MCS), which is improved version of Cuckoo Search (CS) 

algorithm, has been used. MCS algorithm modifies CS algorithm which is inspired from the reproduction strategy of cuckoo 

birds. MCS algorithm exchange information between the top eggs, or best solutions which not found in standard CS 

algorithm. This modification ensures convergence to global minimum. MCS algorithm is proposed to optimize least square 

support vector machine (LS-SVM) model to be used in daily stock price prediction. MCS is proposed to select best free 

parameters combination for LS-SVM. Six financial technical indicators derived from stock historical data were used as 

inputs to proposed model. Standard LS-SVM and ANN trained with scaled conjugate gradient algorithm (SCG) were used as 

benchmarks for comparison with proposed model. Proposed model tested with fifteen datasets representing different sectors 

in S&P 500 stock market. Results presented in this paper showed that the proposed MCS-LS-SVM model has a fast 

convergence speed. It achieved better accuracy than compared algorithm. It also overcame overfitting and local minima 

problems found in ANN and standard LS-SVM especially in fluctuated datasets.  

Keywords: Modified cuckoo search; least square support vector machine; scaled conjugate gradient; financial technical 
indicators; and stock price prediction. 

I. INTRODUCTION 

Mining data streams has been at focus since last few years. It concerned with discovering valuable and hidden information 

and knowledge from continuous streams of data. The research in the area of data stream mining has grown due to the 

significance of its applications. Applications of data stream analysis can vary from critical scientific and astronomical 

applications to important business and financial ones [1]. Stock market data is considered one of the most commonly data 

streams. 

Financial technical indicators play an important role in field of stock market. These were from the first methods used to 

forecast stock market trend and price. The indicators are classified in two classes, oscillators or leading indicators, and lagging 

indicators [2]. Leading indicators are designed to lead price movements. The lagging indicators follow the price action and are 

referred to as trend-following indicators.  

Artificial Neural Network (ANN) is considered one of the most commonly machine learning techniques used in stock 

market prediction. In most cases ANNs   suffer from over-fitting problem due to the large number of parameters to fix, and the 

little prior user knowledge about the relevance of the inputs in the analyzed problem [3].  

Support vector machines (SVMs) have been developed as an alternative that avoids ANN limitations. SVM computes 

globally optimal solutions, unlike those obtained with ANN, which tend to fall into local minima [4]. Least squares support 
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vector machine (LS-SVM) method which is presented in [5], is a reformulation of the traditional SVM algorithm. Although LS-

SVM simplifies the SVM procedure, the regularization parameter and the kernel parameters play an important role in the 

regression system. Therefore, it is necessary to establish a methodology for properly selecting the LS-SVM free parameters. The 

perceived advantages of evolutionary strategies as optimization methods motivated the authors to consider such stochastic 

methods in the context of optimizing SVM. A survey and overview of evolutionary algorithms (EAs) is found in [6].  

In 2009, Yang and Deb proposed Cuckoo Search (CS) Algorithm [7], which is a nature-inspired metaheuristic algorithm for 

continuous optimization. CS is based on the brood parasitism of some cuckoo species. CS is enhanced by the Levy flights [8], 

rather than by simple isotropic random walks. CS algorithm was applied to engineering design applications; it has superior 

performance over other algorithms for a range of continuous optimization problems such as spring design and welded beam 

design problems [9, 10, and 11]. Vazquez [12] used cuckoo search to train spiking neural network models. Chifu et al. [13] 

optimized semantic web service composition processes using cuckoo search. Kumar and Chakarverty [14] achieved optimal 

design for reliable embedded system using cuckoo search. Kaveh and Bakhshpoori [15] used CS to successfully design steel 

frames. Yildiz [16] has used CS to select optimal machine parameters in milling operation with enhanced results. Zheng and 

Zhou [17] provided a variant of cuckoo search using Gaussian process.  

In 2011 Walton proposed Modified Cuckoo Search (MCS) algorithm [18]. MCS improved standard CS algorithm 

especially in terms of convergence to global minimum in real world applications. 

This paper proposes a hybrid MCS-LS-SVM model which combines MCS algorithm, financial technical indicators, and 

LS-SVM model in one framework. The performance  of LS-SVM  is  based  on  the  selection  of  hyper  parameters  C  (cost 

penalty), � (insensitive-loss function) and γ (kernel parameter). MCS  will  be  used  to  find  the  best  parameter  combination  

for LS-SVM. 

The rest of paper is organized as follows: Section II presents the Modified Cuckoo Search (MCS) algorithm; Section III 

presents the Least square support vector machine (LS-SVM) model; Section IV is devoted for the proposed model and its 

implementation in daily stock price and trend prediction; In Section V the results are discussed. The main conclusions of the 

work are presented in Section VI. 

II. MODIFIED CUCKOO SEARCH ALGORITHM (MCS) 

Researchers after enough computations proved that Cuckoo search (CS) algorithm is always find the optimum [19] but, as 

the search relies entirely on random walks, a fast convergence cannot be guaranteed. Modified Cuckoo search algorithm (MCS) 

made two modifications to the original CS with the aim of increasing the convergence rate. These modifications make the CS 

more practical for a wider range of applications but without losing the attractive features of the original method [18]. 

The first modification is made to the size of the Lévy flight step sizeߙ. In CS, ߙ is constant and the value 1 = ߙ is employed 

[7]. In the MCS, the value of ߙ decreases as the number of generations increases. This is done for the same reasons that the 

inertia constant is reduced in the PSO [20], i.e. to encourage more localized searching as the individuals, or the eggs, get closer 

to the solution. An initial value of the Lévy flight step size ܣ   is chosen and, at each generation, a new Lévy flight step is 

calculated using ߙ

ൌ  1

ൌ  is the generation number. This exploratory search is only performed on the fraction of ܩ where ,ܩ√/ܣ

nests to be abandoned.  

The second modification is to add information exchange between the eggs in an attempt to speed up convergence to a 

minimum. In the CS, there is no information exchange between individuals and, essentially, the searches are performed 

independently. In the MCS, a fraction of the eggs with the best fitness are put into a group of top eggs. For each of the top eggs, 

a second egg in this group is picked at random and a new egg is then generated on the line connecting these two top eggs. The 

distance along this line at which the new egg is located is calculated, using the inverse of the golden ratio ߮ ൌ ሺ1 ൅ √5ሻ/2, 
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Algorithm 1. Modified Cuckoo Search (MCS) [18] 
 

ܣ ՚ MaxLévyStepSize 
߮ ՚ GoldenRatio 
Initialize a population of ݊ nests ݔ௜ ሺ݅  ൌ  1,2, . . . , ݊ሻ 
for all ݔ௜ do 
        Calculate fitness ܨ௜  ൌ  ݂ሺݔ௜ሻ 
end for 
Generation number ܩ ՚  1 
while ܰݏ݊݋݅ݐܽݑ݈ܽݒܧ݁ݒ݅ݐ݆ܾܱܿ݁ݎܾ݁݉ݑ 
   ൏  do ݏ݊݋݅ݐܽݑ݈ܽݒܧݎܾ݁݉ݑܰݔܽܯ 

Sort nests by order of fitness 
for all nests to be abandoned do 
    Current position ݔ௜ 
    Calculate Lévy flight step size ߙ ՚  ܩ√/ܣ
    Perform Lévy flight from ݔ௜  to generate new egg  ݔ௞ 

௜ܨ     ՚ ݂ሺݔ௜ሻ 
end for 
for all of the top nests do 
   Current position ݔ௜ 
   Pick another nest from the top nests at random ݔ௜ 
   if ݔ௜  ൌ  ௝  thenݔ
       Calculate Lévy flight step size ߙ ՚  ଶܩ/ܣ
       Perform Lévy flight from ݔ௜  to generate new egg ݔ௞ 
௞ܨ         ൌ  ݂ሺݔ௞ሻ 
      Choose a random nest ݈ from all nests 
      if ሺܨ௞  ൐  ௟ሻ thenܨ 

௟ܨ        ՚ ௞݂ 
     end if 
else 
 ݔ݀    ൌ ห ݔ௟ െ  ߮/௝ หݔ
   Move distance ݀ݔ from the worst nest to the 
   best nest to find ݔ௞ 

  Choose a random nest l from all nests 
     if ሺܨ௞  ൐  ௟ሻ thenܨ 

௟ܨ        ՚ ௞݂ 
     end if 
  end if 
end for 
end while 

ܩ    ՚  ܩ  ൅  1 

௜ݔ      ՚  ௞ݔ

௟ݔ         ՚  ௞ݔ

௞ܨ     ൌ  ݂ሺݔ௞ሻ 

௟ݔ         ՚  ௞ݔ

he steps 

 benchmark problems, it was found that setting the fraction of nests to be abandoned to 0.75 and the fraction of nests 

placed in the top nests group to 0.25 yielded the best results over a variety of functions. 

 

 

such that it is closer to the egg with the best fitness. In the case that both eggs have the same fitness, the new egg is generated at 

the midpoint. Whilst developing the method a random fraction was used in place of the golden ratio, it was found that the 

golden ratio showed significantly greater performance than a random fraction. There is a possibility that, in this step, the same 

egg is picked twice. In this case, a local Lévy flight search is performed from the randomly picked nest with step size ߙ ൌ /ܣ

ଶ. Tܩ involved in the modified cuckoo search are shown in detail in Algorithm 1. There are two parameters, the fraction 

of nests to be abandoned and the fraction of nests to make up the top nests, which need to be adjusted in the MCS. Through 

testing on
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III. LEAST SQUARE SUPPORT VECTOR MACHINE (LSS-SVM) 

Least squares support vector machines (LS-SVMs) are least squares versions of support vector machines (SVMs), which 

are a set of related supervised learning methods that analyze data and recognize patterns, and which are used 

for classification and regression analysis. In this version one can find the solution by solving a set of linear equations instead of 

a convex quadratic programming (QP) problem for classical SVMs. LS-SVMs classifiers, were proposed by Suykens and 

Vandewalle [21 .LS-SVM is described as 

ܺ is input data matrix and is out  Given the training data set, where and

, th  goal is to constru

]

pn×

e LS-SVM

follo

 y

ct th

ws. 

1×n

e functio

Let 

Ryi ∈

put vector.

n yxf

n
iii yx 1},{ =  

p
i Rx ∈
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input ix  . This function is formulated as 

bxWf T +)(ϕ  

Where W and )(x

presents the put iy on t
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ϕ : np RR →  are 1×n column vectors, and Rb∈ . LS-SVM algorithm [22] computes the function 

(1) from a similar minimization problem found in the SVM method [4]. However the main difference is that LS-SVM involves 

equality constraints instead of inequalities, and it is based on a least square cost function. Furthermore, the LS-SVM method 

solves a linear problem while conventional SVM solves a quadratic one. The optimization problem and the equality constraints 

of LS-SVM are defined as follows:  

 

 

iii ebxy ++)  

Where e is the error vector, 1 is a ector with all entries 1, and is the tradeoff pa tween the 

solution size and training errors. From (2) a Lagrangian is formed, and differentiating with respect to  aebw ,,,  ( a  is 
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Kernel function K types are as follows: 

 

xxK i =),(

• Linear kernel : 

xx T
i  

• Polynomial kernel of degree d : 

dT
ii cxxxxK )/1(),( +=  

• Radial basis function RBF kernel :  

)/exp(,( σixxxx −−
 

MLP : 

)nh(),( θ+= xkxxxK T
ii  

) 22
iK =

• 

ta

IV. THE PROPOSED MODEL 

The proposed model is based on the study of stock historical data (High, Low, Open, Close, and Vol.). Then technical indicators 

are d  these historical d  be u osed m

s, and one output represents next price. The proposed model phases are summarized in Fig. 

1. 

 
 

 

 

 

Fig.1 the proposed model phases. 
 

The financial technical indicators, which are calculated from the raw datasets, are as follows: 

PMO is an oscillator based on a Rate of Change (ROC) calculation that is exponentially smoothed twice. Because the 

lized, it ca o be used as a relative strength tool. Stocks can thus be ranked by their PMO value as an 

expression of relative strength. 

price 

TDAC = close price ten days ago 

The following was used to calculate PMO: 

(8) 

(9) 

 kernel 

calculate from ata to sed as inputs to prop odel. After that LS-SVM is optimized by MCS 

algorithm to be used in the prediction of daily stock prices. Standard LS-SVM, and ANN trained with Scaled Conjugate 

gradient (SCG) algorithm, which is one of the best back-propagation derivatives, are used as benchmarks for comparison with 

proposed model. The proposed model   architecture contains seven inputs vectors represent the historical data and six derived 

technical indicators from raw dataset

 

 

• Price Momentum Oscillator (PMO) : 

PMO is norma n als

TC = today’s close 

(6) 

(7) 

Computing Error Functions for                         
(MCS- LS-SVM, LS-SVM and ANN) 

Optimizing and training LS-SVM with MCS 
algorithm

Feature Extraction and selection             
(Techincal Indicators)

Data Acquisition and Preprocessing          
(Stocks Histoical data)
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PMO  ൌ  TC –  TDAC           (10) 

• Relative Strength Index (RSI):  

A technical momentum indicator that compares the magnitude of recent gains to recent losses in an attempt to 

conditions of an asset. The formula for computing the Relative Strength Index is as 

RSI  ൌ  100 െ ሾ100 / ሺ1 ൅ RSሻሿ      (11) 

 Where RS = Avg. of x days’ up closes divided by average of x days’ down closes. 

This one measures the streng oney in and out of a security. The formula for M  as follows. 

y Flow ሺMFሻ  ൌ  TP  כ  V            (12) 

 Where, TP is typical price, and V is money Vol.  

Money Ratio (MR) is calculated as:  

MR  ൌ   ሺPositive MF / Negative MFሻ  (13) 

MFI  ൌ  100 – ሺ100/ ሺ1 ൅ MRሻሻ          (14) 

• Exponential Moving Average (EMA):

The stochastic oscillator defined as a measure of the difference between the current closing price of a security and its 

lowest ow price, relative to its highest high price for a given period of time. The formula for this computation is as 

follows. 

 ܭ% ൌ   ሾሺܲܥ – – ܲܪሻ / ሺܲܮ  ሻሿܲܮ כ   100       (16) 

 Where, CP is Close price, LP is Lowest price, HP is Highest Price, and LP is Lowest Price.  

• Moving Average Convergence/Divergence (MACD):  

This function calculates difference between a short and a long term moving average for a field. The formulas for 

calculating MACD and its signal are as follows. 

MACD         (17) 

ine = 0.2*EMA of MACD                  (18) 

determine overbought and oversold 

follows. 

• Money Flow Index (MFI):  

th of m FI is

Mone

 

This indicator returns the exponential moving average of a field over a given period of time. EMA formula is as 

follows. 

EMA  ൌ   ሾα  כ T Closeሿ  ൅  ሾ1 െ α כ  Y EMAሿ  (15) 

 Where T is Today’s close and Y is Yesterday’s close. 

• Stochastic Oscillator (SO):  

 l

ൌ  ሾ0.075 כ Eሿ  െ ሾ0.15 כ Eሿ       

 Where, E is EMA (CP) 

Signal L
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V. RESULTS AND DISCUSSIONS 

The pared models were trained and tested with daily datasets for twelve companies cover 

all secto iod are from Feb. 2011 to Feb. 2014. All datasets are available in [23]. 

Datasets are divided into training part (70%) and testing part (30%). All results done by matlab 2012b. 

MCS-LS-SVM algorithm parameters are shown in table 1. 

TABLE 1 

proposed MCS-LS-SVM and com

rs in S&P 500 stock market. Datasets per

MCS-LS-SVM algorithm parameters. 
No. of nests epochs Search  

25 100  Lévy flight 
 

The ameters are found in table 2. 

TABLE 2 

algorithm layer 
 

layer 

ANN par

The ANN model parameters. 
Training Input Hidden layer epochs Output

SCG 7 nodes 15 nodes 1000 1  nodes 
 

Fig. resenting the six 
technical indicators and daily close pri xt week close price.   

 

 
Fig. 2 ANN structure. 

 
Table 3 outlines the performance evaluations criteria used in this paper to evaluate proposed and compared model 

iction accuracy. 

Performance evaluations criteria used. 
Performance criteria Symbol Formula 

 2 outlines the ANN structure used in this paper. The ANN structure has seven nodes in input layer rep
ce. It has also one node in output layer representing the ne

according to error value and trend or direction pred

TABLE 3 

Root Mean Square Error ܴܧܵܯ ඩ
1
݊෍

ሺܣ௜ െ ௜ሻܨ
௡

௜ୀଵ

 

 

Mean Absolute Error ܧܣܯ ݊
1
෍|
௜ୀଵ

௡

௜ܣ െ  |௜ܨ

Symmetric Mean ∑ ܨ| െ
Absolute Percentage 
Error 

௜ ܧܲܣܯܵ ௜௜ୀଵܣ
∑

|௡

௜ܣ ൅ ௜௡ܨ
௜ୀଵ

 

Percent Mean Relative 
Error ܲܧܴܯ 

100
݊

෍ฬ
௜ܣ െ ௜ܨ
௜ܨ

ฬ
௡

௜ୀଵ

 
 

Where ܣ௜ is the Actual Value, and ܨ௜ is the Forecasted Value. 

Fig.s fro

daily dat

In Fig.s (3, 9, and 17) whose represent results of application proposed merican Express, boing, and raptor 

companies which in. Results show that proposed MCS-LS-SVM model is ach r value since the test datasets 

differ fro  found in Fig.s (4, 10, 18) respectively. 

m Fig. 3 to Fig. 22 outline the application of Proposed MCS-LS-SVM model on test datasets period for different 

asets representing different stock market sectors. 

model to A

ieving lowest erro

m training datasets which
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In Fig.s (6, and 15) whose represent model achieved little advance since 

datasets is normal and testing data near in change to training datasets which found in Fig.s(7, and 16) respectively.  

In Fig.s (5, 8, 11,13, 14, 19, 21 and 22), whose represent results of eight companies in different sectors (Apple, Bank of 

America, Coca-Cola, Devon, General Motors, Toyota, Visa, and Western Digital).  Results show that ANN is fallen in 

overfitting problem, since the datasets m is the best one with lowest error value and 

coul

G is the worst one. 

any, one can notice that the LS-SVM has fallen in overfitting 

problem, while proposed model is the best one.  

Tables (4, 5, 6, and 7) show RMSE, M nd perfo  functions for proposed model and compared 

algo thms for test data. Proposed MCS-LS_SV odel ac  e  all cases, and can easily overcome LS-

SVM

Fig.s (23, 24, 25, and 26) represent test data results of E, PMRE, and SMAPE performances functions. 

Table 8 shows the trend (dir dicti st d od acy tasets near to 100%. 

Tables (9, 10

 

 
Fig. 4 Train andTest results for American Express company 

 

 two different companies AT&T, and HP, proposed 

have fluctuations. MCS-LS-SVM algorith

d easily overcome local minima and overfitting problems, while LS-SVM is better than ANN.  

In Fig. 12 which represents results of Cisco Company, we can remark that test dataset is semi fluctuated, so the predicted 

curve using the proposed MCS-LS-SVM achieves best accuracy, followed by LS-SVM, while ANN-SC

In Fig. 20, which represents result of United Health Comp

AE, PMRE, a SMAPE rmances

ri M m hieves best rror value in

, and ANN problems. 

RMSE, MA

ection) pre on of te ata, proposed m el accur  in all da

, 11, 12, and 13) sh e fou ance of trai atasow th r perform functions ning d ets. 

Fig. 3 Test results for American Express company 
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Fig. 5 Test results for Apple company 

 

 
Fig. 6 Test results for AT&T company 

 

 
Fig. 7 Train and Test results for AT&T company 
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Fig. 8 Test results for Bank of America company 

 

 

 
Fig. 9 Test results for Boing company 

 

 
Fig. 10 Train andTest results for Boing company 
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Fig. 11 Test results fo Cola company 

 

r Coca-
 

 
Fig. 12 Test results for CSCO company 

 

 
Fig. 13 Test results for Devon Energy company 
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Fig. 14 Test results for General Motors company 

 

 

 
Fig. 15 Test results for HP company 

 

 
Fig. 16 Train andTest results for HP company 
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Fig. 17 Test results for Raptor company 

 
 

 

 
Fig. 18 Train andTest results for Raptor company 

 

 
Fig. 19 Test results for Toyota company 
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Fig. 20 Test results for United Health company 

 

 

 
Fig. 21 Test results for Visa company 

 

 
Fig. 22 Test results for Western Digital company
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TABLE 4 
 RMSE for proposed model (test data) 

Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  0.880548 6.418072 13.422974 
Apple  6.375421 6.611526 44.577136 
AT & T 0.286645 0.295232 0.370319 
BAC  0.173055 0.429745 1.234603 
Boing  1.460992 25.179651 36.010404 
CocaCola  0.403847 0.406244 2.499669 
CSCO 0.331386 0.743207 1.657537 
Devon  0.72682 0.77137 0.897103 
GM  .010547 0.480869 0.893606 3
Hp 0 .703013 .485422 0.50987 0
Raptor  0.470278 3.810533 5.090486 
Toyota  1.520742 5.387445 12.654338 
UNH 0.792719 5.181284 10.411913 
Visa 2.462439 9.905196 53.280265 

 

 

 
Fig. 23 RMSE for Test results

 
TABLE 5 

 MAE for proposed model (test data) 
    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  0.68042 5.123347 12.076106 
Apple  4.639133 4.77267 37.049225 
AT & T 0.221049 0.228984 0.28953 
BAC  0.139494 0.331527 0.95271 
Boing  1.110491 20.404714 32.936755 
CocaCola  0.343324 0.310216 1.952098 
CSCO 0.20502 0.568126 1.323726 
Devon  0.595158 0.620055 0.705313 
GM  0.382395 0.68977 2.562733 
Hp 0.330151 0.341525 0.553495 
Raptor  0.30588 3.168884 4.345035 
Toyota  1.109046 4.89144 11.317913 
UNH 0.590533 4.454317 9.326017 
Visa 1 0.533963 .799991 7.96308 5
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Fig. 24 MAE for Test results 

TABLE 6 
 PMRE for propos  model (test data) 

 

ed
Algorithm 
 MCS- LS-SVM ANN-SCG  LS-SVM 
Company 
AmExpress  0.841671 5.979947 14.407969 
Apple  0.939361 0.966161 7.157149 
AT & T 0.639885 0.662396 0.837282 
BAC  0.924032 2.097881 5.951571 
Boing  0.9341 27115 26.60704 45 15.9
CocaCo 165 la  0.869147 0.790209 4.913
CSCO 0.888894 2.362508 5.499938 
Devon  0.998531 1.031276 1.186563 
GM  1.063365 1.849157 6.87684 
Hp 1.280569 1.328086 2.170946 
Raptor  2.54864 23.110541 31.774237 
Toyota  0.912332 3.956713 9.064758 
UNH 0.827668 5.997417 12.615981 
Visa 0.906221 3.847784 24.834406 

 

Fig. 25 PMRE for proposed model (test data) 
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TABLE 7  
SMAPE for proposed model (test data) 

Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  0.004194 0.032614 0.080439 
Apple  0.004662 0.004799 0.03835 
AT & T 0.003191 0.003307 0.004173 
BAC  0.004649 0.011154 0.032751 
Boing  0.004668 0.09378 0.160633 
CocaCola  0.004345 0.00392 0.024938 
CSCO 0.004437 0.012426 0.029465 
Devon  0.004961 0.005165 0.005884 
GM  0.03681 0.0053 0.009632 
Hp .010522 0.006302 0.006516 0
Raptor  0.0125 9281 0.216618 75 0.14
Toyota  8648 0.004548 0.020464 0.04
UNH 0.004117 0.03206 0.069576 
Visa 5 0.00451 0.020383 0.145225 

 

 

 
Fig. 26 SMAPE fo  

 
BL

 (Direc ti cy (

r Test results

TA E 8  
Trend tion) predic on accura test data) 

    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  99.6% 96.7% 92.0% 
Apple  99.5% 99.5% 96.2% 
AT & T 99.7% 99.7% 99.6% 
BAC  99.5% 98.9% 96.7% 
Boing  99.5% 90.6% 83.9% 
CocaCola  99.6% 99.6% 97.5% 
CSCO 99.6% 98.8% 97.1% 
Devon  99.5% 99.5% 99.4% 
GM  99.5% 99.0% 96.3% 
Hp 99.4% 99.3% 98.9% 
Raptor  98.7% 85.1% 78.3% 
Toyota  99.5% 98.0% 95.1% 
UNH 99.6% 96.8% 93.0% 
Visa 99.5% 98.0% 85.5% 
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TABLE 9  

E  n dRMS  for proposed model (trai ata) 

    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  0.686453 0.667902 0.68772 
Apple  8.110449 8.095458 79.60534 
AT & T 0.288142 0.286182 0.328294 
BAC   0.214525 0.213852 0.230338
Boing  0.948338 0.922257 1.731691 
CocaCola   1.734405 1.6765 2.315521 
CSCO 0.273488 0.270263 0.276747 
Devon  1.136228 1.128957 1.656125 
GM  0.496876 0.494546 0.503192 
Hp 0.568257 0.568328 0.610653 
Raptor  0.179822 0.1732 0.212469 
Toyota  1.022656 1.013559 1.805378 
UNH 0.720064 0.703075 0.715621 
Visa 1.535204 1.617205 7.351335 

 
TABLE 10 

 MAE for proposed model (train data) 
    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  0.532364 0.528878 0.540365 
Apple  5.909538 5.88038 52.704317 
AT & T 0.217237 0.216296 0.253481 
BAC  0.161293 0.161742 0.176203 
Boing  0.717733 0.714312 1.295356 
CocaCola  0.50964 0.55786 1.499443 
CSCO 0.196057 0.195681 0.206574 
Devon  0.872801 0.864696 1.274983 
GM  0.381379 0.3782 0.392627 
Hp 0.374993 0.384376 0.435647 
Raptor  78 0.1131 673 0.147604 0.109
Toyota  0.797089 0.793468 1.372389 
UNH 0.544022 0.531853 0.547174 
Visa 1.164535 1.269731 5.402679 
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TABLE 11  

PMRE for proposed model (train data) 

    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  2.35669 2.334835 2.38238 
Apple  2.907299 2.880496 21.414087 
AT & T 1.833604 1.57706 1.567389 
BAC  4.394257 4.402236 4.855174 
Boing  2.3511 804 4.160603 99 2.338
CocaCola  2.187756 2.31111 6.243868 
CSCO 2.55674 2.557532 2.700418 
Devon  3.12376 3.087058 4.510218 
GM  3.561442 3.538229 3.638937 
Hp 3.644546 7 3.73449 4.307377 
Raptor  5.109913 4 4.90813 6.769907 
Toyota  2.299384 3 2.27939 3.940889 
UNH 2.469106 4 2.41009 2.478335 
Visa 2.472728 3 2.69702 11.43382 

 
ABL

APE posed (train
T E 12 

 SM  for pro  model  data) 
    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  8 6 0.00492 0.00489 0.005002 
Apple  4 3 0.00622 0.00619 0.058391 
AT & T 3 8 0.00334 0.00332 0.003901 
BAC  0.00863 0.008654 0.00943 
Boing  0.0049 887 0.008863 1 0.004
CocaCo 631 la  0.004289 0.004694 0.012
CSCO 0.005365 0.005355 0.005651 
Devon  0.006638 0.006576 0.009701 
GM  0.00744 0.007378 0.00766 
Hp 0.007481 0.007668 0.008692 
Raptor  0.010594 0.010273 0.0138 
Toyota  0.004872 0.00485 0.008387 
UNH 0.005201 0.005085 0.005231 
Visa 0.005057 0.005514 0.023497 
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TABLE 13  

Trend (Direction) prediction accuracy (train data) 
 

    Algorithm 
 
 
Company 

MCS- 
LS-SVM LS-SVM ANN-SCG 

AmExpress  99.5% 99.5% 99.5% 
Apple  99.4% 99.4% 94.2% 
AT & T 99.7% 99.7% 99.6% 
BAC  99.1% 99.1% 99.1% 
Boing  99.5% 99.5% 99.1% 
CocaCola  99.6% 99.5% 98.7% 
CSCO 99.5% 99.5% 99.4% 
Devon  99.3% 99.3% 99.0% 
GM  99.3% 99.3% 99.2% 
Hp 99.3% 99.2% 99.1% 
Raptor  98.9% 99.0% 98.6% 
Toyota  99.5% 99.5% 99.2% 
UNH 99.5% 99.5% 99.5% 
Visa 99.5% 99.4% 97.7% 

 

VI. CONCLUSIONS 

In this paper, Modified Cucko ri CS) is used to optimize LS-SVM for daily stock price and trend 

prediction. Financial technical indicators were used e rend prediction accuracy of 

the model. MCS improves the conv  o  CS sed ion of LS-SVM free parameters C (cost 

penalty), � (insensitive-loss functi γ (kern r) os VM model convergence to a global 

minimum can be expected in little s whil ed e ergence speed. Also proposed model 

overcame the overfitting problem w nd in A S- cia  of fluctuations in stock sector. MCS-

LS-SVM algorithm parameters are be t . O fou roposed model is better than LS-SVM 

and ANN models. MCS-LS-SVM achieved the lowest error valu mp ation criteria (RMSE, MAE, SMAPE, 

and PMRE) followed by standard L ile A alg he  MCS is very promising in optimizing 

LS-SVM model and more research e s should be  th am rithm. 
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