Abstract: Clustering is defined as a process of creating collection of abstract objects into classes of related objects such as objects in the same class are related to each other than those in other classes. Clustering is one of the efficient techniques in data mining for doing static data analysis in number of domains for example data retrieval...Etc. These days technology is ever-increasing so the user data volume also increasing. Sometimes the data volume will be in terabytes or more. Hence performing clustering on the large amount of data is becoming complicated. As a solution to this problem, a new clustering algorithm is proposed in Hadoop framework to group the large volumes of data. Hadoop framework has different strategies for saving large data efficiently. We can store this large data across many systems which are located in same place or different using Hadoop framework. Hadoop framework programming model is MapReduce in which map and reduce two phases will perform distributed computations efficiently on large volumes of data. The proposed algorithm is implemented in Hadoop framework following MapReduce programming model.
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I. INTRODUCTION

Data analysis is defined as a process of data cleaning, inspecting, data transforming, and data modeling with the aim of digging out useful information [1]. Based on the analysis results we can easily make decisions and conclusions in data processing. Data analysis has several approaches in different domains. Data mining is one of the data analysis techniques which focus mainly on data modeling and information discovery.

Data mining is the process of finding out different patterns from the large data sets. Data sets may be gathered from different repositories like database systems...Etc. The main objective of the data mining process is to dig out useful information from the data sets and transform analysis results into an understandable structure to use further. Data mining provides six classes of data analysis techniques which are anomaly detection, association rule mining, clustering, data classification, regression [2], and data summarization tasks. Clustering is defined as a process of creating collection of abstract objects into classes of related objects such as objects in the same class are related to each other than those in other classes. Clustering is one of the efficient techniques in data mining for doing static data analysis in number of domains for example data retrieval...Etc.

In data mining techniques K-means is a popular clustering algorithm for cluster analysis. K-means clustering groups the n observations into k clusters where each observation assigned to the cluster which has the nearest mean form it. The data on which data clustering is to be performed may be in structured or unstructured format. With the development of information technology, a large volume of data is growing day by day towards a terabytes or more. Performing clustering on such type of large amounts of data [3] is complex task now. While analyzing structured data most of the applications use a relational database to store the data. So in such cases we require some superior machines to run bigger databases to process large amounts of structured data which is cost effective [4].
1.1 Background and Motivation

The current parallel versions of K-means algorithms have several drawbacks like performance problems, synchronization and memory utilization. In the existing parallel K-means algorithms data sets are needed to be partitioned into equal parts among all the slave nodes to be processed. In the processing time intermediate data [5] will be collected from the slave nodes to update the global information by a Master node and then again that global information is needed to be broadcast to all the slave nodes. Therefore, synchronization is required at the end of each iteration in K-means. Sometimes the memory size of the slave nodes is smaller than the size of the data subset then data will be swapped between the memory and hard disk of the slave nodes which may slow down the performance of the algorithm [6]. Hadoop framework which is open source used for writing and executing distributed applications to process on large data sets across clusters of systems using simple programming model. Hadoop framework has different and better strategies for data storage and data processing to solve the problems existing in the current algorithms.

1.2 Objective

The main objective of this system is resolving the synchronization problems between master and slave nodes and data swapping problems in slave nodes in the distributed clustering process which could be implemented by parallel two phase k-means in Hadoop [7] framework based on mapreduce programming model.

II. LITERATURE SURVEY

Clustering is defined as a process of creating collection of abstract objects into classes of related objects such as objects in the same class are related to each other than those in other classes. In data mining techniques K-means is a popular clustering algorithm for cluster analysis. The process of K-Means algorithm is very simple to learn [8]. The process involves some steps. Firstly we define k cluster centroids one for each cluster. Usually it is preferred to choose initial centroids far away from each other. These k centroids will be considered as initial cluster centroids. Afterward we assign each observation belonging to a given datasets to the cluster whose centroid has the nearest mean from it. When all the data points are assigned we need to recalculate the k new centroids for the clusters resulted before. This process is iterated for some number of times. After completion of each iteration we will observe the new k centroid values [9]. Usually the process is repeated until the no more changes occur in k centroids. In general we follow two methods for selecting initial k centroids. One is forgy where we assign the positions of the k cluster centroids to k observations chosen randomly from the dataset. Another one is Random partition here we assign a cluster randomly to each observation or data point and then compute mean value. The computed mean value will be considered as initial cluster centroid.

Problem: Cluster the given following eight points as (x, y) representing locations into three clusters A1(1, 9) A2(2, 4) A3(7, 3) A4(4, 7) A5(6, 4) A6(5, 3) A7(2, 3) A8(3, 8). Select initial cluster centers as: A1(1, 9), A4(4, 7) and A7(2, 3). Consider the following distance function between two points p1=(x1, y1) and p2=(x2, y2) is defined as: d(a, b) = |x2 – x1| + |y2 – y1|.

Here we follow k-means algorithm to find the new three cluster centers following the second iteration.

<table>
<thead>
<tr>
<th>Point</th>
<th>(1, 9)</th>
<th>(4, 7)</th>
<th>(2, 3)</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>(1, 9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>(2, 4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>(7, 3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>(4, 7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td>(6, 4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A6</td>
<td>(5, 3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A7</td>
<td>(2, 3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A8</td>
<td>(3, 8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: K-means Example Initial Centroids
Table 4: K-Means Example After First Iteration

The K-means is one of the well known Data Mining clustering algorithm. There are a number of parallel versions of this algorithm implemented on different programming frameworks, such as Parallel Virtual Machine (PVM), Message Passing Interface (MPI) [10].

2.1 K-Means On Message Passing Interface Framework:

The parallel K-means of Kantabutra and Couch is implemented in the master/slave model on the Message-Passing Interface (MPI) framework and that algorithm is executed on a cluster or network of workstations [11]. This algorithm contains one master to store all data sets. Master divides K data subsets and transforms each subset to a slave.

After each iteration of this K-means, a new centroid is computed in slave and later then broadcasted to other slaves. After this centroid broadcasting, data sets are also transmitted to slaves. Here slave nodes keep only data points which are nearer to the center in that slave [12]. This task involves a big data communication between slaves. Hence this algorithm is not appropriate for big data sets.

2.2 K-Means On Parallel Virtual Machine:

The parallel K-means algorithm by Zhang et al is developed in the master/slave model based on the PVM framework. And it is executed on a network of systems. In this algorithm, the master reads the datasets and also randomly initializes cluster set [13].

In each iteration master node transforms the cluster set to all slave nodes. The master divides the datasets into some x subsets. x may be larger than K and as a result master sends each subset to a slave node [14]. A slave clusters the received data subset based on the sent cluster set and then transforms the intermediate result again back to the master.

The master node re-calculates the cluster centroids based on the intermediate results. This is repeated until the cluster set does not change. This parallel version of K-means requires synchronization between nodes at the end of each an iteration.

2.3 Issues in the Existing Algorithms:

In conclusion, a number of parallel versions of K-means use the same data parallel approach. Here in those algorithms each slave node uses data which is initialized by the master node. Slave nodes Processes sub dataset [15] it received and requires synchronization in sending local data to the master node or distributing to other slave nodes before doing the next iteration.

This approach has several drawbacks. The master node frequently has to load the complete data set to distribute to the computing slave nodes, hence synchronization is required after the completion of each iteration, and a number of scans over the data set is also compulsory. Communication cost among the slave nodes is also much higher. If data subset size is bigger than the slave node memory size slave nodes swaps the data between memory and hard disk.

III. PROPOSED APPROACH

Any application development follows the some software engineering implementation models such as waterfall model, incremental model…etc. the appropriate [16] model is selected based on the requirements of the project. These process models give guidelines to the software developer in developing applications. Here the two phase K-Means is implemented in two
modules one is K-MeansClusteringJob and another one implements mapper and reducer phases of K-Means. The SRS phase involves two tasks:

1. **Problem Analysis:** Here in this phase the main problem is identified and the main objective or goal of the application identified.

2. **Specific Requirements:** Here, the specific requirements such as tools to be used and other requirements are gathered.

![Figure 1: Implementation of two phase k-means](image)

### 3.1 Implementation:

The project has been implemented in Hadoop Framework. It has been developed using Java Development Tool Kit in Ubuntu as Eclipse as the IDE. This application uses the packages provides in JAVA API for coding mapper and reducer classes. For giving input to the application input files must be added to HDFS. To run a MapReduce job, users should implement a map function, a reduce function, and should know the input data, and an output data location. When executed [17], Hadoop carries out the following steps:

- Hadoop framework breaks the input data into multiple data splits and executes the map function once for each data split, giving the data split as the input for the map function. The map function results one or more key/value pairs after completion of execution.
- Hadoop framework collects all the key-value pairs resulted from the map function, and sorts them by the key, and aggregates the values with the similar key.
- For each different key, Hadoop framework runs the reduce function once while passing the key and list of values for that key as input.
- The reduce function may output one or more key-value pairs, and Hadoop writes them to a file as the final result.

### 3.2 Map and Reduce phases Of Parallel Two Phase K-Means

The parallel two phase k-means algorithm map and reduce functions implemented as below briefly:

- In the map step finds out the cluster center values randomly into memory from a sequence input file.
» Iteration occurs over every cluster center for all key/value pairs in the input file.

» Compute the distances and keep the nearest center which has the lowest distance into a defined vector.

» Write down the cluster center with its computed vector to the file system.

» In the reduce phase already it receives all the associated vectors of each cluster center. After Iterations are completed over every value vector and determine the average of the vector.

» Sum each vector and calculate mean value. This is the fresh cluster center, keep it into a File.

» Check the convergence between the old cluster center and the new center. If it they are not equal, increase counter value and repeat the process until nothing was changed anymore.

The parallel two phase KMeans implemented following modules. One is KMeans ClusteringJob, which is implemented to configure the MapReduce job settings. One is KMeans mapper class, KMeans reducer class, DistanceMeasure to calculate distance between cluster centroid and dataset points. Cluster Center to initialize cluster centers. Vector Writable to write the data on console.

3.3 Two phase k-means results

Figure2 shows the comparison of k-means and two phase k-means. We executed two phase k-means and conventional k-means on different datasets which has different instances. Shown in the given figure3, by taking number of instances of the input file on X-Axis and Execution time in seconds on Y-Axis.

IV. CONCLUSION AND FUTURE SCOPE

4.1 Conclusion

The Parallel Two Phase K-means based On MapReduce has achieved a good speed up Ratio on tested data sets. In Hadoop framework master and slave nodes works independently so the problems like communication overhead and synchronization problems are resolved. Hadoop framework has better strategies for data storage. HDFS file system is designedfor distributed data processing under frameworks such as Hadoop.

4.2 Future Scope

As data clustering has attracted a significant amount of research attention, many clustering algorithms have been proposed in the past decades. However, the enlarging data in applications makes clustering of very large scale of data a challenging task. Here the parallel Two Phase k-means clustering algorithm based on MapReduce, takes advantage of MapReduce’s parallel
computation capability to make the algorithm accelerated. And because of the number of nodes involved in the computation can be dynamically changed, it makes the method with high scalability. K-Means based on mapreduce in Hadoop fully distributed mode will give better efficient results than in distributed mode in large data sets.
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