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Abstract: Feature selection is the process of selecting a subset of the terms occurring in the training set and using only this 

subset as features in classification process of data mining. Feature selection algorithm can be evaluated from mutually 

efficiency and effectiveness points of view. Our Proposed algorithm FAST is experimentally evaluated in this paper. FAST 

algorithm has three steps. In the first step irrelevant features are removed. In the second step, features are divided into 

clusters that posses features with redundant features. The third step selecting the most representative feature from each 

cluster that is closely related to the target class. This algorithm can be performed based on MST method for ensuring the 

efficiency. 

Keywords—Data mining, Feature subset selection, feature clustering, MST construction. 

I. INTRODUCTION 

1. Data Mining:  

Data mining starts with the raw data, which usually takes the form of simulation data, observed signals, or images. These 

data are preprocessed using various techniques such as sampling, multi resolution analysis, de noising, feature extraction, and 

normalization. Once the data are preprocessed or "transformed," pattern-recognition software is used to look for patterns. 

Patterns are defined as an ordering that contains some underlying structure. The results are processed back into a form-usually 

images or numbers-familiar to the scientific experts who then can examine and interpret the result. 

 
Fig1. Data mining Process 

2. Literature Survey 

Feature subset choice has been an active investigated topic since 1970s, and a large deal of research work has been 

published. Of the obtainable research work, most feature subset collection algorithms can effectively recognize the irrelevant 

features based on dissimilar assessment functions. Still very few of them can eliminate the redundant features and take the 

feature interface into consideration. On the basis of whether they can deal with immaterial features, unnecessary features and 

the feature interaction, the obtainable feature subset collection algorithms can be grouped into three categories: (a) the 

algorithms that can only handle immaterial features; (b) the algorithms that can handle both unrelated and unneeded features; 
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and (c) the algorithms that deals with unrelated and unneeded features while considering feature interface. Next, we give a brief 

analysis of the three categories correspondingly. Usually, the study work on feature subset selection has focused on search for 

relevant features. Feature weighting ranking algorithms weigh features independently and level them based on their importance 

to the target concept. Feature  subset  selection  is  the  process  of identifying  and  removing  as  many  irrelevant  and 

redundant features. Because  (i) irrelevant features do not contribute to the predictive accuracy. (ii)  Redundant  features  do  not  

redound  to  getting  a better  predictor  for  that  they  provide  mostly information which is already present in other features. 

The  many  feature  subset  selection  algorithms  can effectively  eliminate  irrelevant  features  but  fail  to handle  redundant  

features  however  some  of  others can eliminate the irrelevant at the same time as taking care  of  the  redundant  features.  The 

proposed FAST algorithm falls into the removing of redundant features. Conventionally, feature subset selection research has 

focused on searching for relevant features.  In  Relief,  each  feature  according  to  its ability  to  classify  instances  under  

different  targets based  on  distance-based  criteria  function.  However, Relief is not removing redundant features.  Relief-F 

extends  Relief,  enabling  this  method  to  work  with noisy and incomplete data sets and to deal with multiclass  problems,  but  

accuracy  of  learning  algorithms, and thus should be eliminated as well. CFS and FCBF are examples that take into 

consideration the redundant features. CFS is achieved by the hypothesis that a good feature subset is one that contains features 

highly correlated with the target, so far uncorrelated with each other.  FCBF  is  a  fast  filter  method  which can  identify  

relevant  features  as  well  as  redundancy among relevant features  without correlation  analysis. Different from these 

algorithms, the proposed FAST Algorithm employs clustering based method to select features. 

II. FEATURE SELECTION 

The  important reason of the feature extraction algorithm is that they discover out or extract only targeted features out of 

many features. They don’t measure the irrelevant and redundant data because irrelevant and redundant data affects the 

competence and effectiveness of the algorithm. In existing algorithm that uses a variety of different techniques to decide 

relevant features or removing irrelevant or redundant features , when it removes the irrelevant features it does not consider the 

interface of different features. Proposed algorithm not only removes the irrelevant features but also focus on interaction of the 

features. 

In  machine  learning  and  statistics,  feature selection,  also  known  as   attribute selection or variable subset selection, is 

the process of selecting  a  subset  of  relevant  features  for the model  construction.  The main use of  feature  selection  

technique  is  that  the  data contains  many  redundant  or  irrelevant  features. Redundant features which provide no more 

information  than  the  currently  selected  features,  and irrelevant  features  provide  no  useful  information  in any context. 

Feature selection techniques are a subset of  the  more  general  field  of  feature  extraction. Feature  extraction  creates  new  

features  from functions  of  training data,  whereas  feature selection  returns  a  subset  of  the  features.  Feature selection 

techniques are often used in domains 

where there  are  many  features  and  comparatively  few samples  (or  data  points).   Feature  selection  techniques  

provide  three  main benefits when constructing predictive models. 

• Improved model interpretability,  

• Shorter training times,  

• Enhanced generalization by reducing over fitting. 
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1. Architectural diagram 

 

Fig 2. Architecture diagram 

FAST algorithm can efficiently and effectively deal with both irrelevant and redundant features, and obtain a good feature 

subset, which is  composed of the two connected components of irrelevant feature removal and redundant feature elimination. 

The former obtains features relevant to the target concept by eliminating irrelevant ones, and the latter removes redundant 

features from relevant ones via choosing representatives from different feature clusters, and thus produces the final subset. The 

irrelevant feature removal is straightforward once the right relevance measure is defined or selected, while the redundant feature 

elimination is a bit of sophisticated. In our proposed FAST algorithm, it involves (i) the construction of the minimum spanning 

tree (MST) from a weighted complete graph; (ii) the partitioning of the MST into a forest with each tree representing a cluster; 

and (iii) the selection of representative features from the clusters. The methodology used here is a five step methodology. The 

steps are data set management, finding symmetric uncertainty, irrelevant feature removal, minimum spanning tree construction 

and its clustering and the final step is target matching. 

III. FAST ALGORITHM 

Proposed FAST algorithm mainly consists of 3 steps: 1) Removing irrelevant features, 2) constructing an MST and 3) 

Partitioning the MST and select exchanging features. In first step, we calculate the T-Relevance. In second step, we compute F-

Correlation value for each pair of feature. In the third step, we remove the edges, whose weight is less than both of the T-

Relevance and SU(Fj,C) from the MST. After removing all the surplus edges, a forest is obtained. Every tree Tj Forest 

represents a cluster that's denoted as V (Tj), that is that the vertex set of Tj moreover. As illustrated on top, the features in every 

cluster are redundant.  The steps for FAST algorithm as follows. 

Input  

D (F1, F2, …..Fm)   -  Data set 

C         -  Target class 

value 

d feature subset. 

Step 1:  Irrelevant Feature Removal 

 then S =SU{Fi} 

 

TH       -   Threshold 

Output  

S -selecte

for i =1 to m do  

T-Relevance =SU (Fi,C) 

if T-Relevance > TH

step 2:  Clustering 
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Construct a Graph G such that for each feature in D calculate F-Correlation =SU (Fi, Fi+1) Construct a tree with 

clusters. 

Step 3:  Redundant feature removal 

truct a forest F Select a representative feature FiR  from each cluster 

 edges of Forest select the subset S such that 
R R ant feature subset selected. 

T-R re Removal) 

The  concept C is referred to as the T -Relevance of Fi  and  C,  and  

denoted  by  SU(Fi,C).  If  SU(Fi,C)  is greater than a predetermined threshold, then Fi is a strong T-Relevance feature. 

 

undant attributes  will  be  removed  with  respect  to  the threshold value. 

quation 

symmetric  uncertainty  which  is  used  for  finding  the relevance between the attribute and the class is again applied  to  find  

the  similarity  between  two  attributes with respect to each label. 

 is a greedy algorithm that finds a minimum spanning tree for a connected weighted graph.  It  finds  a 

subs

ile S is nonempty and F is not yet spanning. 

n edge with minimum weight from S. 

to a single tree    

ng forest of the graph. If the graph is connected, the 

single component and forms a minimum spanning tree. The sample tree is as follows 

 

Fig 3. Example of minimum spanning tree 

With each tree cons

Step 4: Subset selection 

With

S = S U { Fi  }, where Fi  is the relev

IV. ALGORITHM IMPLEMENTATION 

elevance(Irrelevant Featu

 relevance between the feature Fi  and the target

After  finding  the  relevance  value,  the  red

F-Correlation  

The  correlation  between  any  pair  of  features  Fi and Fj  is called the F-Correlation denoted by SU(Fi, Fj). The e

Construction of Minimum spanning Tree 

Prim's algorithm

et  of  the  edges  that  forms  a  tree  that  includes every vertex, where the total weight of all the edges in the tree is 

minimized. If the graph is not connected, then it finds a minimum spanning forest (a minimum spanning tree for each connected 

component). 

Description: 

o Create a  forest  F  (a  set  of  trees),  where  each vertex in the graph is a separate tree. 

o Create  a  set  S  containing  all  the  edges  in  the graph . 

o Wh

o Remove a

o If that edge connects two different trees, then add it to the forest, combining two trees in

At the termination of the algorithm, the forest forms a minimum spanni

forest has a 
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Feature selection 

The features in each cluster are redundant, so for each cluster  V(Tj) we choose a representative feature FjR whose T-

Relevance (FjR, C) is the greatest. All FjR (j=1….פForestפ) comprise the final feature subset  FjR  

V. EXPERIMENTAL RESULTS 

A. Loading of data set: 

 

n 
 

C. Construction of Minimum sp

 
 

VI. CONCLUSION 

Feature selection is an effective and efficient process for reducing dimensionality, removing irrelevant data, increasing 

learning accuracy, and improving result comprehensibility. Feature selection is applied to reduce the number of features in many 

applications where data has hundreds or thousands of features. Existing feature selection methods mainly focus on finding 

B. Calculation of T-Relevance and F-Correlatio

 

anning tree: 

D. Selection of relevant feature 
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relevant features. For the future work, we can study some formal properties of feature space. In feature we are going to classify 

the high dimensional data.  
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