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Abstract: Visual Sensor Networks (VSNs) have emerged as a key technology for next-generation wireless networking. 

Routing also plays a vital role in Visual Sensor Network.  In Visual Sensor Networks frequent congestion or link failures are 

caused by channel interference, energy consumption and bandwidth demands. Sometimes these failures lead to node 

partitioning in the network. Then these failures cause performance degradation in VSNs. Finally the throughput is reduced 

and it becomes less energy efficient. To overcome these drawbacks, this paper presents a backpressure algorithm. It is used 

to route each packet along the required path in the network. Backpressure algorithm prevents the node becoming dead 

during node partitioning. However this algorithm increases the throughput but there is little delay in routing the packet. For 

this purpose Adaptive routing algorithm was proposed. It uses shadow queue approach which is used to queue the packet 

according to the priority. Using this algorithm delay in routing the packet to destination is reduced. Finally the throughput is 

increased and it achieves energy efficiency. 
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I. INTRODUCTION 

A Visual Sensor Network (VSN) is a network of spatially distributed smart camera devices capable of processing and 

fusing images of a scene from a variety of viewpoints into some form more useful than the individual images. VSN may be a 

type of Wireless Sensor Network (WSN). Each node in the network generally consists of the camera with it which is used for 

some local image processing communication. It is also used in processing the image data from multiple cameras. This 

processing take place in a distributed fashion across the cameras and their local controllers. VSN also provide some high-level 

services to the user so that the large amount of image data can be processed into information of their needs. The primary 

difference between VSN and other types of sensor networks is the nature and volume of information the individual sensors 

acquire.  

A. Visual Sensor Network Architecture 

Visual Sensor architecture is effective in providing cost effective and dynamic high-bandwidth networks over a specific 

coverage area. Fig 1 shows the VSN architecture.VSN architecture is classified into three types such as topology based, 

technology based and node based. It is built of peer radio devices that do not have to be cabled to a wired port like traditional 

Wireless Loacl Area Network (WLAN) access points mesh architecture sustains signal strength by breaking long distances into 

a series of shorter hops. Intermediate nodes not only improve the signal, but cooperatively make forwarding decisions based on 
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their knowledge of the network. This type of architecture with careful design provides high bandwidth, energy efficiency, and 

economic advantage over the coverage area.  

VSN has three types of components such as visual point, sensor access point and sensor portal. Visual point helps each 

node in the network for the delivery of the packets. Sensor access point works with the functions of middleware transmission in 

the network. Sensor portal act as the bridge for interfacing two networks, and usually connects the wired network with the VSN. 

The principle used in VSN is similar to the way the packet travel around the wired internet that is data will hop from one device 

to another until it reaches the destination. 

 
Fig 1 Visual Sensor Architecture 

II. SYSTEM ANALYSIS AND DESIGN 

Visual Sensor Network (VSN) experience frequent link failures which are caused by congestion in the node, due to channel 

interference, link failures, and dynamic obstacles. These failures cause severe performance degradation in VSN or require 

expensive manual network management for their real-time recovery. Even though there are many solutions for VSN to recover 

from wireless link failures. But they still have several limitations as follows. 

First, there are n number of sensor nodes are randomly deployed. In order to transmit data between sender and receiver it 

uses AODV routing algorithms. It is used for the data transmission during routing the data congestion occur at particular node in 

the network. Due to congestion that particular node gets partitioned into another two nodes. During the partitioning one node 

become dead and another node become alive. Since the node become dead it cannot do further transmission. Second, during 

routing in the network at the particular node the transmission is blocked. So that it cannot communicate to its neighbour node. 

Due to this reason it leads to buffer overflow and packet may be discarded and there may be also bandwidth demand. 

A. Drawbacks of existing system 

 Due to congestion it is difficult to maintain a deterministic route. 

 When the node becomes dead it is difficult for transmission. 

 It cannot communicate with it neighbouring node. 

 This leads to delay in routing the packet. 

 Finally the throughout is reduced then the performance and efficiency is degraded. 

To overcome the drawbacks of existing system first backpressure algorithm was introduced. This algorithm helps in 

partitioning the node. Backpressure algorithm prevent from node becoming dead. It is used to maintain a deterministic route. It 

helps in packet transmission in an efficient manner. So the throughput is increased but there is still little delay. Second, the 

adaptive routing algorithm was proposed. It prevents the transmission block in the network during routing and delay in 

transmission. It uses shadow queue approach. So that the packet are transmitted properly to the destination. This prevents buffer 

overflow and packet discarding is also avoided. So that finally delay is reduced and the energy efficiency is achieved. 
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B. Advantages of proposed system 

 Backpressure algorithm prevents the node becoming dead during partitioning. 

 It is used to communicate with it neighbouring node without any external disturbance. 

 It is used to route packets on shortest hops. 

 It reduces the delay in routing the packet. 

 Finally the performance is improved and energy efficiency is achieved.  

III. SYSTEM IMPLEMENTATION 

The overall system model is explained as follows. Initially when the packet arrive into the source node, the source node 

become ready for its transmission.Fig 2 shows the overall system model for implementing backpressure algorithm.Before 

starting the transmission the entire network is monitored by sharing the information through visual sensor camera in each and 

every node.  

When the source node transmits to its neighbouring node, the probability updater is updated at each and every time. After 

the updating the status of each and every node is monitored. It checks whether the entire node in the network are alive by 

preventing congestion. If the nodes along the required path are alive, then the transmission is performed. All the packets are 

efficiently routed towards the destination node. If any one of the node is dead, backpressure algorithm is implemented and 

network is monitored. The same process is continued until the node becoming node. Thus the performance is improved and 

throughput is also increased.  

The implementation is described as follows. 

A. Node creation 

In this module, when a new node enters into a sensor network. The nodes itself have to register within the network. Every 

new node has to register with the network communication range at the first time when it enters the sensor network. The network 

generally consists of the cameras themselves, which have some local image processing communication in which the image data 

from multiple cameras is further processed and fused. The detail such as IP addresses bandwidth, connection status and time of 

node creation. The connection status get often change according to available bandwidth of a sensor node. 

B. Detection of congestion in the network 

During routing or packet transmission in the sensor network. There may some physical disturbances. This may lead to 

frequent link failure which is the major cause of congestion in the network. Once the congestion occur at any of the node in the 

network. The node gets partitioned into two.  

 Dead node 

 Alive node  

The dead node cannot transmit packet to its remaining node even though it receive packet. It is unable to communicate with 

its neighboring node and the transmission cannot be carried out in the normal sequential order. So that all the packet are not 

received by the destination node due to congestion in the network. To overcome this difficulty backpressure algorithm is 

implemented. 

C. Implementing Backpressure algorithm 

During the partitioning of node due to congestion, the node becoming dead is prevented by implementing backpressure 

algorithm. It is used to maintain a deterministic route. It helps in packet transmission in an efficient manner. So that all packets 
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are routed to their destination node accordingly they determined. It also route packets on shortest hops. Finally the throughput is 

increased but the delay in transmission is not prevented. However the energy efficiency is also not achieved because congestion 

is not completely prevented. This is due to it helps only in node becoming dead. 

 
Fig 2 The overall system model 

 

D. Implementing Adaptive routing algorithm  

During routing the transmission may block at any node. It may receive packets but unable to transmit. This may lead to 

buffer overflow or link failure or congestion in the network. The link failure may be of two types. They are self failure, path 

failure. In self failure, the node itself has failed due to a crash, re-boot, error in software code, or connectivity issue. In path 

failure, a node along the path fails causing other nodes to fail or there are collisions along the path.It finally results in packet 

loss. To avoid these drawbacks Adaptive routing (AD routing) algorithm is implemented. It uses shadow queue approach which 

is used to queue the packet. The packets are queued based on the priority they arrive. So that there is no packet loss and the trans 

mission is carried out in a efficient manner. Finally delay in transmission is reduced and energy efficiency is achieved.  

D. Performance evaluation 

When the performance is compared between the backpressure algorithm, the throughput is increased initially in 

backpressure algorithm, but due to delay the throughput gets reduced. Fig 3 shows the adaptive routing algorithm by queuing 

the packet, the transmission is carried out in a sequential manner. Here the delay is reduced and the throughput obtained is 

maximum. So finally it achieves energy efficiency. 

 

Fig 3 Comparison between Backpressure algorithm and Adaptive routing algorithm 
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IV. CONCLUSION AND FUTURE ENHANCEMENT 

This project presented a backpressure algorithm which maintains a deterministic route to avoid dead node during the 

partitioning of node in the network. It also has probability updater which updates the route on each transmission. This algorithm 

mainly helps in routing the packet on shortest hops. Hence the throughput is increased and the performance is improved. Next, 

adaptive routing algorithm implements the shadow queue approach. It helps in routing the packet according to their priority so 

that congestion or buffer overflow may be prevented. It also reduces the queuing complexity at each node. Finally the delay is 

increased and the energy efficiency is achieved in Visual Sensor networks. 

References 

1. Eleftheria  Athanasopoulou, Loc X. Bui, Tianxiong Ji, Srikant.R and Alexander Stolyar (2013),” Back-Pressure-Based Packet-by-Packet Adaptive 

Routing in Communication Networks”, IEEE/ACM Transactions On Networking, Vol. 21, No. 1, pp. 244-257. 

2. Atilla Eryilmaz, Desmond S. Lun and Swapna .B.T  (2011),‘Control of Multi-Hop Communication Networks for Inter-Session Network Coding’, IEEE 

Transactions On Information Theory, Vol. 57, No. 2, pp. 1092-1110. 

3. Enzo Baccarelli, Nicola Cordeschi and Valentina Polli (2013), ‘Optimal Self-Adaptive QoS Resource Management in Interference-Affected Multicast 

Wireless Networks’, IEEE/ACM Transactions On Networking, Vol. 36 No. 5, pp. 1209-1221. 

4. Giuseppe Ascia, Vincenzo Catania, Maurizio Palesi and Davide Patti (2008), ‘Implementation and Analysis of a New Selection  Strategy for Adaptive 

Routing in Networks-on-Chip’, IEEE Transactions On Computers, Vol. 57, No. 6, pp. 809-820. 

5. Lei Ying, Srikant .R, Don Towsley and Shihuan Liu (2011), ‘Cluster-Based Back- Pressure Routing Algorithm’, IEEE/ACM Transactions On 

Networking, Vol. 19, No. 6, pp. 1773-1786. 

6. Liang Zhou, Haohong, Wang and Mohsen Guizani  (2012), ’How Mobility Impacts Video Streaming over Multi-Hop Wireless Networks?’, IEEE 

Transactions On Communications, Vol. 60, No. 7, pp. 2017-2028. 

7. Longbo Huang, Scott Moeller, Michael J. Neely and Bhaskar Krishnamachari  (2013), ’LIFO-Backpressure Achieves Near-Optimal Utility-Delay 

Tradeoff’, IEEE/ACM Transactions On Networking, Vol. 21, No. 3, pp. 831-844. 

8. Pradeep Chathuranga Weeraddana, Marian Codreanu, Matti Latva-aho and Anthony Ephremides  (2011), ‘Resource Allocation for Cross-Layer Utility 

Maximization in Wireless Networks’,  IEEE Transactions On Information Theory, Vol. 60, No. 6, pp. 2790-2809. 

9. Rafael Laufer, Theodoros Salonidis, Henrik Lundgren and Pascal Le Guyadec  (2013), ‘A Cross-Layer Backpressure Architecture for Wireless Multihop 

Networks’, IEEE/ACM Transactions On Networking, Vol. 45, No. 6, pp. 585-597. 

 


