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Abstract: Social media is increased in presence and importance in society.  A social network service consists of a 

representation of each user. Social networking sites allow users to communicate with people in the network by sharing 

thoughts, pictures, status, posts, activities and products. It has become one of the biggest forums to express ones opinion. 

The majority of earlier work in Rating Prediction and Recommendation of products mainly takes the star ratings of users on 

products. However, most reviews are written in a free-text format which is difficult for computer systems to understand, 

analyze and aggregate. The proposed system is able to collect useful information from the social website and efficiently 

perform sentiment analysis of the reviews on product. The work focuses on identifying the sentiment information from free-

form text reviews and using that information to rank the product. The sentiment of the user reviews is predicted using a well 

trained effective Naive Byes classifier. The result shows that using textual information given by the users is classified as 

positive negative and neutrals. 
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I. INTRODUCTION 

 A social network is a collection of persons or organizations. The social relation could be both explicit (kinship and 

classmates) and implicit (friendship and common interest). The persons in the social network are considered as nodes. In this 

each node is connected with other node with number of links Social media has become one of the biggest forums to express 

ones opinion. Sentiment analysis is used to determine the attitude of a speaker or a writer with respect to some product. A basic 

task in sentiment analysis is classifying the polarity of a given text at the document, sentence, or phrase level.  

Sentiment analysis is the task of finding the opinion of the person. Sentiment analysis in sentence level is basically for 

finding weather the opinion is positive or negative sentiment. The analysis of digital texts can be performed using machine 

learning algorithm such as Naive byes. 

Classifier, latent semantic analysis, support vector machines, and bag of words. When a person wants to buy a product 

online he/she will read the reviews written by other people on the various products. The sentences can be classified into two 

classes such as objective sentences and subjective sentences.  

 The Objective sentences contain factual information whereas subjective sentences contain clear opinions, beliefs and views 

about specific entities. These user reviews are a gold mine for companies and individuals that want to monitor their reputation 

and get timely feedback about their products and actions.  

Sentiment analysis offers the people to choose the right product and also offers the organization to improve the quality of 

their product.  

 

http://www.ijarcsms.com/
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II. BACKGROUND AND RELATED WORK 

Social media continues to gain increased presence and importance in society.  Sentiment analysis aims to determine the 

attitude of a speaker or a writer with respect to some topic or the overall contextual polarity of a document and the effect the 

user wants to have on the reader. Sentiment analysis has become popular in judging the opinion of consumers towards various 

brands [1]. The way in which consumers express their opinion on social networking websites helps to judge this opinion [2]. 

The main issue is to understand this sentiment and being able to classify it appropriately [3]. The tweets are obtained from the 

twitter website using the twitter API. This will provide us with a large source of information for conducting the sentiment 

analysis [4]. Since data is being retrieved from a micro blogging website an appropriate approach is to be used [5]. The tweets 

are first checked for relevance to Smartphone’s by using a list of keywords [6]. The system is trained using the training dataset 

which makes it capable to analyze the input tweets [7]. The input tweets are then checked word by word and the words 

expressing opinion are taken into account [8]. The sentiment analysis of the tweets is performed by the system [9] after which 

the tweets are classified into positive, negative and neutral categories [10]. 

III. WORD EXTRACTION AND SENTIMENT ANALYSIS 

To perform the sentiment analysis a trained dataset is considered.  Data from the dataset is the input for the Entity 

Extraction module. The sentence will have some valuable information about its sentiment and the rest of the words will not give 

any clue regarding the sentiment. Such words should be removed by preprocessing. Data preprocessing is done to eliminate the 

incomplete, noisy and inconsistent data. Data must be preprocessed in order to perform any data mining functionality.  

Data Preprocessing involves the following tasks Removing URLs, In general URLs does not contribute to analyze the 

sentiment in the informal text. For example consider the sentence “I have logged in to www.Ecstasy.com as I’m bored” actually 

the above sentence is negative but because of the presence of the word ecstasy it may become neutral and it’s a false prediction. 

In order to avoid this sort of failures the URLs should be removed. After preprocessing the features are extracted. The Naïve 

Bayes Classifier is trained with a training data set labeled with sentiments positive, negative or neutral  for sentiment analysis .  

There are one million labeled tweets in the data set. After performing preprocessing such as Stop Word removal, Stemming, and 

feature extraction on the input tweet, the Sentiment Classifier Model labels the tweet with a sentiment using this trained Naïve 

Bayes classifier. 

IV. PROPOSED WORK 

Social network has recently been increased in developing web relationships between individuals. Each Individual is 

allowed to give their reviews for a product in star rating and free form text. Textual information gives a better prediction than 

the star ratings given by the users. The sentiment information from the user’s free-text reviews are identified and that 

knowledge is used for rating and ranking the product. User reviews are analyzed and classified at the sentence level as positive 

or negative. A Nobel Naive Bayes (NB) classifier [8] is used to classify the sentiment of the user reviews as positive or 

negative. This allows users to get recommendations on specific aspect of the product. 

System Architecture Design      

Fig 1 System Architecture Design 
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The system architecture of proposed system is shown in fig 1. All the users connected to the social network are allowed to 

enter their comments on specified products in. User normally enters their comments for the product in free text format. These 

comments are the reviews given by the user for a product. Reviews are then collected to rate the product.  

Firstly, the collected reviews are pre-processed and the words are extracted. These extracted words are then stored in 

feature vector. The words are then classified into positive and negative. Based on the category of words the sentence is found as 

positive or negative sentence and the product is ranked. 

V. EXPERIMENTAL ANALYSIS 

Sentiment analysis where the tweets after being obtained from the twitter website are classified into positive, negative and 

neutral using the Naïve Bayes classifier.  A Sample tweets is used which is then tested manually for accuracy. A threshold is set 

and the tweets are classified into positive, negative and neutral. 

Matching Matrix (Confusion Matrix): A matching matrix is a specific table layout that allows visualization of the 

performance of an algorithm, typically an unsupervised learning one (in supervised learning it is usually called a confusion 

matrix). The instances in a predicted class are represented in each column of the matrix while the instances in an actual class are 

represented in each row. 

TABLE 1 

Sentiment Analysis Confusion Matrix 

Predicted class 

Actual Class 

Positive Negative Neutral 

Positive 

 

68 3 4 

Negative 

 

2 41 11 

Neutral 

 

5 7 69 

 

Precision: Precision is a measure of the accuracy provided that a specific class has been predicted.  

           
  

       
 

where tp and fp are the numbers of true positive and false positive predictions for the considered class. The result is always 

between 0 and 1. In the matching matrix above, the precision for a class is calculated as:  

 Positive = 68/(68+3+4) = 0.90 

 Negative = 41/(41+2+11) = 0.75 

 Neutral = 69/(69+11+1) = 0.85  

Accuracy: Accuracy is calculated as the sum of correct classifications divided by the total number of classifications. It is 

the overall correctness of the model. 

Accuracy for sentiment=168/200 =0.840  

Thus, the proposed system is able to collect useful information from the twitter website and efficiently perform sentiment 

analysis on the data using an efficient scoring system and a well trained Naïve Bayes Classifier, respectively 

The sentiment analysis is performed for the sentence using a novel Naïve Byessian Classifier. The sentiment of the user 

review is analyzed to know the attitude of the user and to know the product rank. The reviews are preprocessed for eliminating 
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noise and the words are extracted. The extracted words are classified into positive or negative using the Naïve Byessian 

Classifier. Thus, the proposed system is able to collect useful information from the twitter website and efficiently perform 

sentiment analysis on the data and predict the user‘s age and gender using an efficient scoring system and a well trained Naïve 

Bayes Classifier, respectively 

VI. CONCLUSION 

The sentiment analysis is performed for the sentence using a novel Naive Byessian Classifier. The sentiment of the user 

review is analyzed to know the attitude of the user and to know the product rank. The reviews are preprocessed for eliminating 

noise and the words are extracted. The extracted words are classified into positive or negative using the Naive Byessian 

Classifier. Thus, the proposed system is able to collect useful information from the twitter website and efficiently perform 

sentiment analysis on the data using a well trained Naive Byessian Classifier. 
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