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Abstract: We are surrounded with data. From human life birth people have been seeking patterns in data. We have grown 

accustomed gradually to the fact that there are tremendous volumes of data filing our computers, networks and lives. In all 

sectors such as   government agencies, scientific institutions, and business have all dedicated enormous resources to 

collecting and storing data. From this large data only a small amount of these data will ever be used while others will be not 

useful for the task. There is need to understand these large data. The ability to extract useful knowledge hidden in these data 

is called as data mining and to act on that knowledge is becoming   increasingly important in today’s competitive world. This 

paper represents the review of various data mining techniques. 

I. INTRODUCTION 

Data mining has become an established discipline within the scope of computer science. Data mining came into use late 80s 

within the research community [3]. By the early 1990s data mining was commonly recognized as a sub-process within a larger 

process called Knowledge Discovery in Databases or KDD. Other sub-processes that form part of the KDD process are data 

preparation and the analysis/visualization of results. The popularity of data mining increased significantly in the 1990s , notably 

with the establishment of a number of dedicated conferences such as  the ACM SIGKDD annual conference in 1995,and the 

Euopean PKDD and the Pacific/Asia PAKDD conferences in 1997[3].The   current trend in data mining is big data. The data 

minning is a capability of extracting data from a large set with respect to its volume, complexity. The popularity of data mining 

has continued to grow over the last decade with a particular current emphasis on mining non-standard data (i.e. non-tabular 

data). 

II. KNOWLEDGE DISCOVERY PROCESS 

The knowledge process is described as follows: 

 
Fig.1  Data mining process. 

 

The various processes are: 
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 Data cleaning: Remove noise that is unwanted data. 

 Data Integration: Integration means combining multiple data sources. 

 Data selection: Select related data to task from database. 

 Data transformation: Convert the data into appropriate form that will be easy to mine. 

 Data mining: a process such as association, regression, classification to extract data patterns. 

 Pattern Evaluation: Evaluate the output of data mining process and identify the interesting measures. 

 Knowledge Representation:  Various techniques are used to present the mined data to the user [4]. 

III. DATA MINING TECHNIQUES 

There are several data mining techniques that have been developed such as association, classification, clustering, prediction 

and sequential patterns, etc., are used for knowledge discovery from databases. 

A.  Association 

Association is a technique which is used to find a pattern that is based on a relationship of a particular item on other items 

in the same operation [5]. The AIS that is Agrawal, Imielinski, Swami Algorithms was the first algorithm proposed for mining 

association rule [5].It focus on improving the quality of databases and decision support queries. In this algorithm only one item 

for association, for example we only generate rules like a b c  but  not those rules as  a b c. Apriori is a great 

improvement in the history of association rule mining which was first proposed by Agrawal [6].The AIS requires many passes 

over the database which generate many candidate item sets and store counters of each candidate .Apriori-TID and Apriori-

Hybrid [6][7]  are modifications of the Apriori algorithm. Disadvantages of this algorithm are that: 

 Complex process generation that uses space, time and complexity. 

 Multiple scan of database 

To break the two bottlenecks of Apriori series algorithms, association rule mining using tree structure have been designed 

such as FP-Tree in Han et al.2000 [5] and frequent pattern mining.  

B. Classification 

Classification is used to classify each item in a set of data item  into one of predefined set of classes or groups. The desired 

classifiers can take many forms: decision trees, Support Vector Machines. The most influential decision tree generation 

algorithm with respect to data mining is Quinlan’s C4.5 algorithm which came into notice 1993[8]. The most frequently 

referenced classification ARM algorithm is CBA algorithm [9]. other notable classification techniques include regression, for 

example the Cart algorithm [10],and Naïve Bayes[11].An artificial neural network is an interconnected group of artificial 

neurons that uses  mathematical or computational model for information processing in Freeman et al,1991.In 1949,Donald Hebb  

pointed out the fact that neural pathways are strengthened each time they are used. In 1982 the concept was modified by John 

Hopfield. In 1986, with multilayered neural networks appeared. Neural networks are applied to data mining in 1997   in Craven 

and Sahvlik.  

C. Clustering 

Clustering is the process of organizing objects into groups whose members are similar by any means. A cluster is a 

collection of objects which have similarity between them and are dissimilar to the objects belonging to other clusters [12]. 

Clustering has always been used in statistics [13] and science [14].The introduction into pattern recognition [15] such as speech 

and character recognition. Machine learning clustering algorithms were applied to image segmentation and computer 

http://www.intechopen.com/books/data-mining-applications-in-engineering-and-medicine/survey-of-data-mining-and-applications-review-from-1996-to-now-#B36
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[16].Statistical approaches to pattern recognition [17] and [18]. Clustering is also widely used for data compression in image 

processing, which is also known as vector quantization [19]. Clustering in data mining was brought to life by intense 

developments in information retrieval and text mining [20];[21];[22],spatial database applications [23],sequence and 

heterogenous data analysis[24],Web applications in [25];[26];[27],DNA analysis in computational biology[28],and many others. 

D.  Prediction 

It is one of the data mining techniques that discover relationship between independent variables and relationship between 

dependent and independent variables. In data mining, independent variables are attributes already known and response variables 

are what we want to predict [29]. The task of prediction is use to predict the future value from past data. In order to do this, one 

needs to build a predictive model for the data. The autoregressive models, example, can be used to predict a future value as a 

linear combination of earlier sample values, provided the time series is assumed to be stationary [30], [31] and Hastie et al 2001. 

Another popular work-around for non stationarity is to assume that the time series is piece-wise (or locally) stationary. The 

series is then broken down into smaller “frames” into which the stationarity condition can be assumed to hold and then separate 

models are learnt for each frame. For example, neural networks have been put to good use for nonlinear modelling of time series 

data  in Sutton 1988,[32], [33], [34].The prediction problem for symbolic sequences has been addressed in AI research. 

IV. CURRENT AND FUTURE TRENDS 

A. Current trends[ 34] 

The following are the current trends of data mining: 

1) Fight against terrorism: 

Terrorism is a crime which is nowadays increased. The maior attack was 0-11 attack, almost all countries implemented new 

laws to fight against terrorism. Various programs were launched against the attack but they faced problems: 

 Database of such programs contained text, video, audio, image, etc. 

 The execution time increased as the size of data increased. 

Example: 230 cameras were placed in xyz country to note the vehicles plate number. So, the estimation  said that 40,000 

vehicles pass camera every hour that means the camera should note 10 vehicles per second  which  resulted in heavy load on 

both hardware and software. 

2) Bio-informatics and cure of diseases: 

Health is the most important part of human life. If health is well than all is well. So, data mining can be used to cure 

diseases. The recent survey showed that large number of people is dying due to heart attacks, cancer, HIV, etc. The data mining 

techniques are used to predict the diseases from the past and current data of a patient. 

3) Web and semantic web: 

Nowadays internet has become the most important and necessary thing of human life. All the work is done through internet. 

But web contains lot of data i.e unstructured. Data mining can organize them called as semantic web. Social networking sites 

such as facebook are using FOAF technology for tagging. It is serving a lot in web. 

4)  Business Trends: 

Today, business needs are larger but faster and accurate. Data mining technique such as prediction and classification are 

used in business. Example: Stock prediction is possible using data mining technique. Data mining vto improve the business as 

well as productivity of it. 
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B. Future trends[35] 

The following are the future trends: 

1) Distributed/collective data mining: 

Today data mining works on database or dataware house in which data is located in one place. Future scope is that data 

mining will be used to mine the data that are located in different places which is known as distributed data mining 

(DDM).Therefore, the goal is to mine distributed data which   is located in heterogeneous sites. The data is first analysised at 

local level then the local data from all the sites are combined to form global level data. The problem is that the data in different 

sites may have different characteristics and they may become ambiguous. 

2) Multimedia mining: 

Multimedia includes text, animation, audio, video and images. Multimedia data is different from simple data. To held 

multimedia data we can create a data cube which can be used to convert the multimedia data into a form that can be used to 

apply data mining techniques but considering the characteristics like shape, color, dimensions, etc. Another data is audio data 

which can also be mined. The logic is to use audio signals to indicate patterns of data. 

3) Spatail and geographic data mining: 

Spatial and geographic data contains data such as natural resources, orbiting satellities and spacecraft which transmit 

images of earth. Mostly such kind of data is in images. S partial data are the data which are topological information and distance 

information. The challenges in building spatial datawarehouse are the collection of data from heterogeneous sources.The spatial 

data cubes is created which is part of spatial datawarehouse. 

4) Phenomenal data mining: 

It focuses on the relationship between phenomena and data. Ex: The receipt of purchase from supermarket of a customer 

can reveal many things about the customers such as age, purchasing habits, etc. These could be achieved either by implementing 

a program or put in a database which examines data for phenomena. The major challenge of building such warehouse is a 

coding part of common sense which is found to be quite difficult. 

V. CONCLUSION 

In this paper we have briefly reviewed various data mining techniques history and future trends of data mining. This will 

help researchers to know about the inventions and future of data mining. 
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