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Abstract: Intelligent video surveillance systems deal with the real-time monitoring of persistent and transient objects within a 

specific environment. This can be applied to environmental surveillance and the basic principle of moving object detecting is 

given by the Background minus algorithm. Then, a background model that can update automatically and timely to adapt to 

the slow and slight changes of natural environment. When the minus of the current captured image and the background 

reaches a certain threshold and object is seen to be in the current view, and the hand phone will automatically notify the 

central control unit or the user through phone call, SMS (Short Message System)  

The proposed algorithm can be implemented in an embedded system with little memory consumption and storage space, so 

itôs optimal for mobile phones and other software embedded tools .This concept provides solution can be used in 

constructing mobile security monitoring system with low-cost hardware and equipments 
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I . INTRODUCTION  

Intelligent video surveillance systems deal with the real-time monitoring of persistent and transient objects within a specific 

environment. This can be applied to environmental surveillance and the basic principle of moving object detecting is given by 

the Background minus algorithm. Video surveillance takes place normally by using CCTV cameras (Closed Circuit Television) 

for monitoring or surveillance for intruder detection in case of emergencies in hospitals, shopping malls, banking sectors, 

personal purpose automation a. Later Video combination approach also used for monitoring such systems. These systems are 

designed in such a way that monitoring images are stored and there is a need for human to interact for knowing about the 

changes in the current surveillance systems and then they will intimate to the concerned organization. Hence this is not a fast 

secured monitored due to the time delay taken for human interaction. Due to time delay, we cannot get the update information 

for every minute or second and so it is not possible to detect the intruder in an appropriate time. These systems use the roaming 

average algorithm to store the measurement images and lack the capability for surveillance meant for security. 

II . SCOPE OF THE PAPER 

A low-cost intelligent mobile phone-based video surveillance solution using moving object recognition technology. 

III . EXISTING METHOD  

Video surveillance takes place normally by using CCTV cameras (Closed Circuit Television) for monitoring or surveillance 

for intruder detection in case of emergencies in hospitals, shopping malls, banking sectors, personal purpose automation a. Later 

Video combination approach also used for monitoring such systems. These systems are designed in such a way that monitoring 

images are stored and there is a need for human to interact for knowing about the changes in the current surveillance systems 

and then they will intimate to the concerned organization. Hence this is not a fast secured monitored due to the time delay taken 

for human interaction. Due to time delay, we cannot get the update information for every minute or second and so it is not 
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possible to detect the intruder in an appropriate time. These systems use the roaming average algorithm to store the 

measurement images and lack the capability for surveillance meant for security.  

 
Figure 1: Existing system of moving object detection 

A. Disadvantages of Existing System  

Á Highly hardware cost and very less secure system. 

Á Human interaction is needed for monitoring process. 

Á During monitoring lacks computational speed. 

Á Previous surveillance operations cannot be easily track. 

IV . PROPOSED METHOD  

Here K-means and Canny Edge Detection combined. An IVS system provides a low-cost intelligent mobile phone-based 

video surveillance solution using moving object recognition technology. The basic principle of moving object detecting is given 

by the Background minus algorithm and background model that can update automatically and timely to adapt to the slow and 

slight changes of natural environment is detailed. When the minus of the current captured image and the background reaches a 

certain threshold. A moving object is finding to be in the current view and the mobile phone will automatically notify the central 

control unit or the user through SMS. 

 
 

A. Advantages 

Å Low maintenance cost. 

Å Occupies less storage and memory. 

V. PROPOSED ALGORITHM  

A. Edge detection method 

Edge detection is a fundamental tool in processing image of photos, videos, and machine and computer vision in the areas of 

feature detection and feature extraction, which aim at identifying points in a digital image at which the image brightness changes 
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in the image. The same problem of finding problem in the image 1D signals is known as step detection. Canny edge detection 

applied to a photograph 

 
Figure 2: Edge detection algorithm 

B. K-means clustering algorithm 

In data mining the value of k-means clustering is a method of cluster analysis which aims to partition n observations into k 

clusters in which each observation belongs to the cluster and find out the mean values partitioning of the data space into Voronoi 

cells. 

The problem is computationally difficult (NP-hard), however there are efficient heuristic algorithms that are commonly 

employed that converge fast to a optimum range and  are usually same to the expectation-maximization algorithm for mixtures of 

Gaussian distributions via an iterative refinement approach employed by all algorithms and the process use cluster centresô to 

design the data and k-means clustering  to find clusters expectation-maximization mechanism allows clusters to have different 

shapes. 

Overview 

Å A clustering algorithm 

Å An NP-hard optimization problem to find the approximate values. 

Å It is unsupervised 

Å ñKò stands for total number of clusters 

Å From a set of data points or observations and K-means attempts to classify them into K clusters 

Å The algorithm is iterative in nature 

Explanation 

Å X1é XN are data points or vectors or observations 

Å Each calculation will be assigned to one cluster 

Å C (i) denotes number of clusters 

Å Euclidean distance metric to find the dissimilarities. 

      Where 

o mk is the mean vector of the kth cluster. 

o Nk is the number of observations in kth cluster. 

 

 

http://en.wikipedia.org/wiki/File:EdgeDetectionMathematica.png
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Diagram 

 1) k initial "means" (in this case k=3) are randomly selected from the data set (shown in color). 

 2) k clusters are created by associating every observation with the nearest value of mean and. The partitions are represent the 

Voronoi diagram calculated bu means value. 

 3) The centroid position of k clusters becomes the new calculated values of means. 

 4) Steps 2 and 3 are repeated until optimum point has been reached. 

Example: 

In iris flower data set and actual species visualized in ELKI and marked by using larger, semi-transparent symbols. k-means 

clustering and EM clustering on an artificial dataset ("mouse"). The tendency of k-means to produce equi-sized clusters leads to 

not good results and EM benefits from the total Gaussian distribution present in the data set. 

Applications of the algorithm 

k-means clustering in particular when using heuristics such as Lloyd's algorithm is rather easy to implement and apply even 

on large data sets and used in ranging from market segmentation, computer vision, geostatistics.[18] and astronomy to 

agriculture.  

C. Mean shift clustering algorithm 

Basic mean shift clustering algorithms maintain a set of data points the same size and this set is copied from the input set. 

Then this set points in the set that are within a given distance of that point. In, k-means algorithm updated set to k points usually 

much less than the number of points in the input data set by the mean of all points in the input set that are closer to that point than 

any other (e.g. within the Voronoi partition of each updating point). A mean shift algorithm is to k-means, replaces the set of 

points undergoing replacement by the mean of all points in the input set that are within a given distance of the changing set.[20] 

One of the advantages of mean shift over k-means is that there is no need to choose the number of clusters, because it is to find 

only a few clusters if indeed only a small number and  can be much slower than k-means. 

VI . RELATED WORK 

A. system architecture 

 

 
Figure 3: Overall system architecture of moving object detection 



Pandikumar   et al.,                                         International Journal of Advance Research in Computer Science and Management Studies 

                                                                                                                                        Volume 2, Issue 2, February 2014  pg. 272-280 

 © 2014, IJARCSMS All Rights Reserved                                                 ISSN: 2321-7782 (Online)                                                    276 | P a g e  

B. Video capturing 

 

Digital video refers to the storage and capturing of moving images that can be displaced on computer screens. First, a camera 

and a microphone capture the picture and sound of a video session and send analog signals to a video-capture adapter board.  

 
Figure 4: Implementation work for video capturing 

C. Process of frame separation 

 

In an open area the objects will be able to move in any direction, and with a camera setup typical of surveillance systems, this 

will give movement in all directions of the surveillance video, and objects will enter and leave the field of view on all its 

boundaries.  

Furthermore the video will show some perspective, i.e. the size of an object will change when it moves towards or away from 

the camera. The objectsô freedom of movement also implies that they can move in a way where they occlude each other, or they 

may stop moving for a while. 

 
Figure 5: Separate frame form video 

D.  Process of KCED 

Background subtraction is the first step in the process of segmenting and tracking people. Distinguishing between 

foreground and background in a very dynamic and unconstrained outdoor environment over several hours is a challenging task.  

The background model is kept in the data storage and four individual modules do training of the model, updating of the 

model, foreground/background classification and post processing. The first k video frames are used to train the background 

model to achieve a model that represents the variation in the background during this. 
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E. SMS Alert System (Short Message Service) 

After detecting the changes in video frames, we are alerting the central control unit or the user through SMS using the GSM 

Modem. A GSM modem is a wireless modem that works with a GSM wireless network and like a dial-up modem. The 

difference  is that a dial-up modem sends and receives data through a fixed telephone line while a wireless modem sends and 

receives data through radio waves and  GSM modem is connected to a computer through a serial cable or a USB cable and  

GSM modem requires a SIM card from a wireless carrier in order to operate. 

 
Figure 6: Short message alert system to your mobile 

VII . IMPLEMENTATION WORK  

A. Start CAM Process 

 
Figure 7: Start/Stop CAM process in the system 
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B. Capturing video images 

 
Figure 8: Capture the video for moving object detection 

C. Moving object detection 

 
Figure 9: Identify the moving object 

 

 



Pandikumar   et al.,                                         International Journal of Advance Research in Computer Science and Management Studies 

                                                                                                                                        Volume 2, Issue 2, February 2014  pg. 272-280 

 © 2014, IJARCSMS All Rights Reserved                                                 ISSN: 2321-7782 (Online)                                                    279 | P a g e  

VIII . L ITERATURE SURVEY 

A. A General Framework for Object Detection 

This paper provides a general framework for object detection in static images of cluttered scenes for The detection process 

we develop is based on a wavelet representation of an object class derived from a statistical analysis of the instances of class 

and developed an object class in terms of a subset of an over complete dictionary of wavelet functions and we find out a c 

representation of an object class which is used as an input to a support vector machine classifier. 

B.  Wallflower: Principles and Practice of Background Maintenance 

Background maintenance, though frequently used for video surveillance applications demonstrated with   ad hoc with little 

thought given to the formulation of problems. We provide Wallflower system to find out the problems and solutions which are 

related to background maintenance. 

C.  Motion-Based Background Subtraction using Adaptive Kernel Density Estimation 

In this paper we have proposed a technique for the modelling of dynamic scenes for the purpose of background for aground 

differentiation and change detection. The method relies on the utilization of optical flow as a feature for change detection. In 

order to properly utilize the uncertainties in the features, we proposed a novel kernel based multivariate density estimation 

technique that adapts the bandwidth according the uncertainties in the test and sample measurements. 

D.  Face Recognition With Contiguous Occlusion Using Markov Random Fields 

In this paper, we propose a more principled and general method for face recognition with contiguous occlusion. Wed not 

assumes any explicit prior knowledge about the color, size, shape and number of the blended regions; the only prior information 

we have about the occlusion is that the corrupted pixels are likely to be adjacent to each other in the image plane. 

E.  Robust Object Tracking with Online Multiple Instance Learning 

In this paper, we address the problem of tracking an object in a video given its location in the first frame and no other 

related messages. It provides a detection of class methods called ñtracking by detectionò has been shown to give promising 

results real-time speeds. These methods train a discriminative classifier in an online manner to separate the object from the 

visualization of background. This method using the current tracker state to extract positive and negative examples from the 

current frame. 

F. Motion Competition: A Variation Approach to Piecewise Parametric Motion Segmentation 

That proposes two different representations of this motion boundary: an explicit spine-based implementation which can be 

applied to the motion-based tracking of a single moving object, and multiple level set implementations which allows for the 

segmentation of an arbitrary number of multiply connected moving objects. Numerical results both for simulated ground truth 

experiments and for real world sequences demonstrate the capacity of our approach to segment objects based exclusively on 

their relative motion. 

IX . CONCLUSION  

In this paper here K-means and Canny Edge Detection combined. An IVS system provides a low-cost intelligent mobile 

phone-based video surveillance solution using moving object recognition technology. The basic principle of moving object 

detecting is given by the Background minus algorithm and background model that can update automatically and timely to adapt 

to the slow and slight changes of natural environment is detailed. When the minus of the current captured image and the 

background reaches a certain threshold. A moving object is finding to be in the current view and the mobile phone will 

automatically notify the central control unit or the user through SMS. 
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