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Abstract: High performance systems along with low power consumption are mandatory in any systems to be efficient. In this 

paper, a high performance algorithm is proposed for an image scaling processor which is less complexity and needs reduced 

memory. The image scaling algorithm is implemented by using spatial filter, clamp filter and a bilinear interpolation. The 

aliasing artefacts resulted by the bilinear interpolation is reduced by using spatial and clamp filters. The design complexity is 

reduced by using a T-model and inversed T-model convolution kernels. Moreover, the combined filter is replaced by a 

dynamic estimation unit to reduce the hardware cost. This architecture is designed with a SPST adder which reduces the 

power consumption by considerable amount. It produces 320MHz with 6.08-K gate counts. It is implemented using Xilinx 

8.1. Compared with the existing methodologies, this method shows better performance with respect to cost and complexity. 
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I. INTRODUCTION 

Image scaling has been broadly applied in the fields of digital imaging and mostly on Electronic based Imaging devices. 

Image scaling is defined as the process of scaling down the high quality frames and pictures so as to fit small size LCD panel of 

electronic displays. Scaling algorithm can be categorized into two types: polynomial-based and non-polynomial-based. Nearest 

neighbor algorithm is one of the uncomplicated and simplest polynomial algorithm till date. One of the major drawback of 

nearest neighbor is the resultant images are with full of aliasing artifacts. Bilinear interpolation algorithm [15] and Bi-cubic 

algorithm [14] are the other major polynomial based methods which are widely used to acquire the target pixels. In recent years 

many non-polynomial high performance methods have been proposed [1-3]. These methods use effective techniques like 

bilateral filter [2], interpolation [1], and autoregressive model [3]. The latter methods enhance the image quality by diminishing 

the artifacts, aliasing and blurring effects. But these Image scaling algorithms are very complex to implement in VLSI due to 

high complexity and large memory requirement. Thus, for fast, practical applications, low complex scaling algorithms are 

required [5-9]. Area pixel model winscale method is previously proposed for less complex implementation. The addition of 

sharpening spatial and clamp filter improves the image quality along with bilinear interpolation algorithm. SPST is used for 

more efficient working as it reduces the area in addition to power. Hence the cost of the hardware is reduced much with low 

memory requirement. 

II. PROPOSED SCALING ALGORITHM 

Fig.1 shows the block diagram of the proposed scaling algorithm for zooming the images. The sharpening spatial and clamp 

filters [5] act as the pre- filters [4]. They help in reducing the blurring and aliasing artifacts produced by the bilinear 

interpolation algorithm. Spatial filter filters the pixels of the original input image to remove the noise and also enhances the 

edges. Clamp filter removes the unwanted discontinuous edges and boundaries. To save the computational resource and 
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memory buffer, the spatial and clamp filters are simplified and combined into a single combined filter which provides the 

functionalities of the two filters. 

 

Fig.1 The block diagram of the proposed scaling algorithm 

A. Less -Complexity Sharpening Spatial and Clamp Filters 

The sharpening spatial filter is a kind of high-pass filter which is used to diminish the blurring artifacts. The filter is a 

kernel that is used to increase the intensity of a center pixel relative to its neighboring pixels. The clamp filter is a low pass 

filter. It is a 2-D Gaussian spatial domain filter and is composed of a convolution kernel array. It contains a single positive value 

at the center and it is fully surrounded by ones. The clamp filter reduces aliasing artifacts and smoothes the unwanted 

discontinuous edges of the boundary areas.  

The sharpening spatial and clamp filters is denoted by convolution kernels. The size of the convolution kernel increases 

thereby the quality of images will be higher. However, a larger size of convolution filter will demand more memory and 

therefore will also increase the hardware cost. For example, a 6 × 6 convolution filter needs at least a five-line-buffer memory 

and 36 arithmetic units, which is much higher than the two-line-buffer memory and nine arithmetic units of a 3 × 3 convolution 

filter. In the previous works, each of the sharpening spatial and clamp filters was realized by a 2-D 3 × 3 convolution kernel as 

shown in Fig. 2(a). It needs at least a four-line-buffer memory for two 3 × 3 convolution filters. To reduce the complexity of the 

3 × 3 convolution kernel, a cross-model form is used to replace the 3 × 3 convolution kernel as shown in Fig. 2(b). It cuts down 

on four of nine parameters in the 3 × 3 convolution kernel. To decrease the complexity and memory requirement of the cross 

model convolution kernel further, T-model and inversed T-model convolution kernels are proposed for implementing the 

sharpening spatial and clamp filters.  

The T-model convolution kernel is composed of the lower four parameters of the cross-model, whereas the inversed T-

model convolution kernel is composed of the upper four parameters. Both the T-model and inversed T-model filters are used to 

enhance the image quality in the proposed scaling algorithm, The T-model or inversed T-model filter is simplified from the 3 × 

3 convolution filter which reduces the complexity of the convolution filter and decreases the memory requirement from two to 

one line buffer for each convolution filter. The T-model and the inversed T-model provide the low-complexity and low 

memory-requirement convolution kernels for the sharpening spatial and clamp filters to integrate the VLSI chip of the proposed 

low-cost image scaling processor. 
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Fig. 2 (a) Cross Weights of 3 x 3 convolution kernel 
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Fig. 2 (b) Cross-model convolution kernel 

 Combined Filter 

In the proposed scaling algorithm, the input image is first filtered using a sharpening spatial filter followed by filtered with 

clamp spatial filter. Although the sharpening spatial and clamp filters are simplified by T-models and inversed T-models, it still 

requires two line buffers for storing either the input data or intermediate values for each T-model or inversed T-model filter. 

Thus, to be able to decrease the computing resource and memory requirement, the sharpening spatial and clamp filters, which 

are formed by the T-model or inversed T-model, are combined together into a combined filter as,  
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where S and C are the sharp and clamp filter parameters and P’(m,n) is the filtered result from target pixel P(m,n) by the 

combined filter. The separate T-model sharpening spatial filter and a T-model clamp filter have been replaced by the combined 

T-model filter as shown in (1). To reduce the one-line-buffer memory, the only parameter in the third line, parameter −1 of 

P(m,n−2), is removed, and the weight of parameter −1 is added into the parameter S-C of P(m,n−1) by S-C-1 as shown in 

equation (2). The combined inversed T-model filter can be obtained in the similar way. In the new architecture of the combined 

filter, the two T-model or inversed T-model filters are combined into one combined T-model or inversed T-model filter. By this 

filter-combination technique, memory requirement can be decreased from two to one line buffer, which diminishes memory 

access requirements for software systems and the hardware memory costs for VLSI implementation. 

B. Bilinear interpolation 

In the proposed scaling algorithm, the bilinear interpolation method is selected because of its characteristics of high quality 

and low complexity. The bilinear interpolation is an operation that first performs a linear interpolation in one direction and, 

again, in the other direction. The output pixel P(k,l) can be calculated by the operations of the linear interpolation in both x- and 

y-directions with the four nearest neighbour pixels. We can easily find that the computing resources of the bilinear interpolation 

cost eight multiply, four subtract, and three addition operations. It costs a considerable chip area to implement a bilinear 
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interpolator with eight multipliers and seven adders. Thus, an algebraic manipulation has been used to reduce the computing 

resources of the bilinear interpolation. 

 

 

 

 

Fig. 3 Block diagram of the VLSI architecture for proposed real-time image scaling processor 

The original equation of bilinear interpolation is presented and the simplifying procedures of bilinear interpolation can be 

described. As the function of dy × (P(m,n+1) − P(m,n)) + P(m,n) appears twice in, one of the two calculations for this algebraic 

function can be reduced by the characteristic of the executing direction in bilinear interpolation [15], the values of dy for all 

pixels that are selected on the vertical axis of n row equal to n + 1 row, and only the values of dx must be changed with the 

position of x. The result of the function “[P(m,n) + dy × (P(m,n+1) − P(m,n))]” can be replaced by the result of “[P(m+1,n) + dy 

× (P(m+1,n+1) − P(m+1i,n))]” as shown in (6). The simplifying procedures successfully reduce the computing resource from 

eight multiply, four subtract, and three add operations to two multiply, two subtract, and two add operations. 

III. VLSI ARCHITECTURE 

The scaling algorithm proposed in this paper consists of two combined pre-filters: sharpening spatial filter and clamp filter 

and one simplified bilinear interpolator. For VLSI implementation, the bilinear interpolator can directly obtain two input pixels 

from two combined pre filters without any line buffer memory. 

A. Register Bank 

The combined filter is filtering to produce the target pixels of P_(m,n) and P_(m,n+1) by using ten source pixels. The 

register bank is designed with a one-line memory buffer. It is used to provide the ten values for the immediate usage of the 

combined filter. Fig. 4 shows the architecture of the register bank with the structure of ten shift registers. 

 

 

 

 

Fig.4. Architecture of the register bank 

When the shifting control signal is produced from the controller, a new value of P(m+3,n) will be read into Reg41, and each 

value stored in other registers belonging to row n + 1 will be shifted right into the next register or line-buffer memory. The 

Reg40 reads a new value of P(m+2,n) and from the line-buffer memory, and each value in other registers belonging to row n 

will be shifted right to the next register. 

B. Combined Filter 

 

 

 

 

Fig.5. Computational scheduling of the proposed combined filter and simplified bilinear interpolator 
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Fig. 5 shows the six-stage pipelined architecture of the combined filter and bilinear interpolator. It minimizes path delay to 

improve the performance by using the pipeline technology. The stages 1 and 2 in Fig. 5 shows the computational scheduling of 

a T model combined and an inverse T-model filter. The T-model or inversed T-model filter has three reconfigurable calculation 

units (RCUs), one multiplier–adder (MA), three adders (+), three subtracters (− ), and three shifters (S). The hardware 

architecture of the T-model combined filter can be directly mapped with convolution equation shown in (1). The values of the 

ten source pixels can be obtained from the register bank. 

The symmetrical circuit, as shown in stages 1 and 2 of Fig.5, is the inversed T-model combined filter designed for 

producing the filtered result of p_ (m,n+1). The T-model and the inversed T-model are used to obtain the values of p_ (m,n) and 

p_ (m,n + 1) simultaneously. The architecture of the symmetrical circuit is a similar symmetrical structure of the T-model 

combined filter, as shown in stages 1 and 2 of Fig. 5. Both of the combined filter and symmetrical circuit consist of one MA and 

three RCUs. The MA can be implemented by using a multiplier and an Adder. The RCU is designed for producing the 

calculation functions of (S-C) and (S-C-1) times of the source pixel value, which is implemented with C and S parameters. The 

C and S parameters can be set by users according to image characteristics. 

Table I lists the parameters and computing resource for the RCU. With the selected C and S values listed in Table I, the 

gain of the clamp or sharp convolution function is {8, 16, 32} or {4, 8, 16}, which can be eliminated by a shifter rather than a 

divider. Fig. 6 shows the architecture of the RCU. It consists of four shifters, three multiplexers (MUX), three SPST adders, and 

one sign circuit. This RCU design greatly reduces the hardware cost of the combined filters when compared with other 

techniques 

Table 1 

Parameters and computing resource for RCU 

Parameters Values 
Computing 

resource 

C 5,13,29 Add and Shift 

S 7,11,19 Add and Shift 

S-C 2,-6,-22,6,-2,-18,14,6,-10 Add ,Shift and sign 

S-C-1 
1,-7,-23,5,-3, 
-19,13,5,-11 

Add ,Shift and sign 

  

 

 

 

 

 

 

Fig.6. Architecture of the RCU 

 

 

 

 

 

 

 

Fig.7. Low-power adder/subtracter design example adopting the proposed SPST. 

SPST 

Adder 

out 
SPST

Adder 

SPST

Adder 

x1 

x2 

0 

x4 

x8 

0 
x16 

Shifter 4bit 

P 

0 

Shifter 3bit 

Shifter 2bit 

Shifter 1bit 



R. Sunder   et al.,                                             International Journal of Advance Research in Computer Science and Management Studies 

                                                                                                                                        Volume 2, Issue 2, February 2014  pg. 104-111 

 © 2014, IJARCSMS All Rights Reserved                                                      ISSN: 2321-7782 (Online)                                               109 | P a g e  

C. Bilinear Interpolator and Controller 

In the previous discussion, the bilinear interpolation is simplified as shown in (5). The stages 3, 4, 5, and 6 in Fig. 4 show 

the four-stage pipelined architecture, and two-stage pipelined multipliers are used to reduce the delay path of the bilinear 

interpolator. The input values of P_ (m,n) and P_ (m,n+1) are obtained from the combined filter and the symmetrical circuit. By 

using the the hardware sharing technique, as shown in (4), the temperature result of the function “P_ (m,n) + dy × (P_ (m,n+1) − 

P_ (m,n))” can be replaced by the previous result of “P_(m+1,n) + dy × (P_(m+1,n+1)− P_(m+1i,n)).” It also means that one 

multiplier and two adders can be successfully reduced by adding one register. The controller is implemented with finite-state 

machine circuit. It generates control signals to control the timing and pipeline stages of the register bank, combined filter, and 

the bilinear interpolator thus reducing the power consumption. 

IV. RESULT 

Xilinx ISE8.1 is used for synthesis and implementation of a design.  In order to evaluate performance of the proposed 

scheme first pixel value was calculated using MATLAB tool. From that a binary equivalent of a pixel is obtained, for FPGA 

implementation. FPGA is implemented in SPARTAN 3E. 

 

V. CONCLUSION 

In this work a low complexity, a low-cost, low-memory-requirement, high-performance and high quality VLSI architecture 

of the image scaling processor had been proposed. The spatial and clamp filter combining, sharing of hardware and 

reconfigurable techniques had been used to reduce the cost of hardware. Relative to the previous low-complexity VLSI scalar 

designs, this work achieves at least 34.5% reduction in gate counts and requires only one-line memory buffer. Usage of SPST 

adders reduces the power consumption to a great extent. 

 
Fig.8. Simulation result for RCU 
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Fig.9. Simulation result for Computational scheduling 
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